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Call of papers of the Scientific Workshop 

The CSNT’2024 workshop is part of the National Artificial Intelligence Plan 2020-
2030. Initiated by the CSLT laboratory at the University of Mostaganem, the aim of 
this event is to stimulate research, innovation and development in artificial intelligence 
(AI) in Algeria, and to help consolidate the efforts of a dynamic and committed com-
munity in this field. 

Based on the National Reference Framework of Research Priorities, the specific ob-
jective of this edition is to present the latest advances in AI research in relation to the 
country’s socio-economic objectives. The aim is to bring together experts, researchers, 
professionals, students and anyone interested in the field of artificial intelligence to 
discuss, present and exchange ideas, discoveries, technological advances, challenges 
and opportunities. 

All scientific, technological or methodological contributions, whether under devel-
opment or completed, are likely to be presented, in particular, and in a non-exhaustive 
manner, on the themes of machine learning and deep learning, data science, massive 
data, knowledge representation and management, the Internet of Things, etc. The fields 
of application may relate to, in particular, health and well-being, industry and agricul-
ture, etc. 

This workshop will allow you to: 

• Rub your new ideas with other researchers 
• Get feedback on your work from the scientific community. 
• Initiate or encourage collaborations and partnerships between researchers. 
• Set up consortia on related or complementary topics with a view to setting 

up large-scale national or international projects (NRP, Erasmus, etc.). 
• Produce a national map of skills in computer science. This mapping could 

be used to set up thesis defense juries, appraise and set up projects, etc. 
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Format 

Authors are invited to submit an article of 4 to 8 pages maximum in Springer LNCS 
format (LaTex and MS Word templates can be downloaded from the 
https://www.springer.com/gp/computer-science/lncs/conference-proceedings-guide-
lines). Accepted submissions may lead, depending on their quality, to oral presentations 
with support or a poster presentation. 

Papers must be submitted in PDF format via EasyChair: https://easychair.org/con-
ferences/?conf=csnt2024 

Important Dates 

• Deadline for submission: 15 September 
• Notification to authors: 30 September 
• Final texts returned by authors: 6 October 
• Workshop in Mostaganem : 8 December 2024 
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Recommendation Systems in Collaborative 
Learning Environment: PRISMA 

 
ZEBLAH Ikhlas1, SEHABA Karim1, and HOCINE Nadia1 

CSTL Lab, Université Abdelhamid Ibn Badis Mostaganem, Algeria. 
 
 

Abstract. The combination of recommendation systems, learning ana- 
lytics, and computer-supported collaborative learning (CSCL) is trans- 
forming the quickly developing field of e-learning. By using digital tools, 
CSCL helps students collaborate, share knowledge, and become more ac- 
tively involved in their education, which improves student results. This 
study investigates how recommendation systems for peers and resources, 
can improve collaborative learning even further. Based on a PRISMA- 
compliant systematic literature review, the research looks at how recom- 
mendation systems, learning analytics, and collaboration interact.Two 
primary research questions are addressed by this study: (RQ1) How can 
recommendation systems improve collaboration within educational set- 
tings? and (RQ2)What relevant data informs these systems? Through 
an assessment of current approaches and results, this research seeks to 
close gaps and promote the creation of tailored, adaptive learning envi- 
ronments that successfully meet the varied needs of learners. 

 
Keywords: Recommendation system · computer-supported collabora- 
tive learning · personalization · learning analytics 

 

1 Introduction	

E-learning and how students learn are rapidly evolving. Nowadays, learners can 
engage in educational pursuits and collaborate on projects online, removing time 
and place limits. Computer-Supported Collaborative Learning (CSCL) is an e- 
Learning subfield that focuses on the use of digital technologies to facilitate 
collaborative learning. CSCL focuses on how collaborative learning enabled by 
technology can improve peer interaction and group work, as well as facilitate 
knowledge and expertise exchange among community members [2]. The peda- 
gogical concept of collaboration among students is based on the idea that individ- 
uals learn from each other by working together, which helps generate knowledge 
and teamwork skills that enable a more informed and engaged workforce [3]. 

Collaborative learning environments can be more efficient using learning an- 
alytics, or LA). Through the analysis of many data sources, LA can offer sig- 
nificant insights into the behaviors of students, the dynamics of groups, and 
the efficacy of cooperative learning initiatives. These insights can be utilized to 
determine which students are having difficulty, offer personalized support, im- 
prove group dynamics, evaluate the success of cooperative learning activities, and 
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provide guidance for instructional design. LA methods involve collecting and an- 
alyzing data on student profiles, learning styles, interactions, assessments, and 
behavior. Advanced analytics techniques are employed to extract meaningful 
insights from this data, which can be used to inform evidence-based decision- 
making and improve the overall effectiveness of collaborative learning experi- 
ences. 

Although CSCL provides tools to enhance collaboration and LA methods 
detect collaboration, students still need more orientation and guidance to collab- 
orate in the right way. From this instance, CSCL environment can have adaptive 
recommendations in order to customize group learning. Personalization meth- 
ods, such as adaptive e-learning and recommendation systems, try to achieve 
these needs. The latter, in general, are based on machine learning methods and 
algorithms, and progress has been made [4]. Some of the research recommends 
activities and others recommend peers. The importance of collaboration in the 
learning environment leads to the problem of improving this latest among stu- 
dents with the supervision of their teachers. This doctoral research aims to 
develop an adaptive recommendation system within the context of computer- 
supported collaborative learning (CSCL). The recommendations will focus on 
enhancing collaboration by suggesting relevant pedagogical resources and suit- 
able peers. To achieve this goal, two research questions will be addressed: RQ1 
How can recommendation systems in collaborative learning environments pro- 
mote collaboration among students? and RQ2 what is the relevant information 
utilized in the recommendation system in collaborative learning? A systematic 
literature review, following the PRISMA guidelines, was conducted to explore 
existing research that combines CSCL, recommendation systems, learning ana- 
lytics (LA), and adaptation. PRISMA is a widely used reporting guideline for 
systematic reviews and meta-analyses, ensuring a transparent and reproducible 
research process [1] [9] [10]. 

 
2 Research	method	

The goal of this systematic literature review is to identify, synthesize, analyze, 
and categorize the essential components of previous research in recommendation 
systems in a collaborative learning environment, in light of a particular research 
question. For this report, we followed the Preferred Reporting Items for System- 
atic Reviews and Meta-Analysis for Scoping Reviews(PRISMA-ScR) to improve 
the methodological quality [5]. 

Although research on collaborative learning, recommendation systems, and 
learning analytics has gained significant traction, studies that examine the in- 
terplay of all three dimensions remain scarce. Existing literature predominantly 
concentrates on either distance education contexts, as exemplified by [7], or on 
the combination of only one or two of these concepts, as demonstrated in [8] 
and [6]. [8] adhere to the PRISMA framework, which highlights the value of 
systematic reviews in this domain. Our research seeks to address this gap by 
conducting a comprehensive exploration of the integration of collaboration, rec- 
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ommendation, and learning analytics, utilizing the PRISMA methodology to 
ensure rigor and reproducibility. 

To that end, we investigate the following general Research Question (RQ): 
what is the current scientific knowledge about the development of personal- 
ized recommender systems to improve collaboration in education? Sub-questions 
mentioned in the Introduction RQ1 and RQ2 operationalize this global RQ. 
Then, the definitions of the research terminology and equations were given, and 
based on these, research began on several scientific databases. Next, articles were 
analyzed, utilizing inclusion and exclusion criteria. 

 
 

Segment Research terms 

adaptive recommendation systems (Recommendation OR scaffold) AND (adaptation OR personalization OR customization) 

Learning analytics ("learning analytics" OR "machine learning") 

Collaborative learning ("computer supported collaborative learning" OR collaboration) 

Table 1. Research terms 
 
 
 
 

2.1 Search queries 

To obtain the relevant articles, we defined search queries based on the keywords 
mentioned in 1, which are divided into two sections: Learning analytics, Recom- 
mendation system, and Collaborative learning environment. The first segment 
includes several alternative terms for learning analytics. The second segment 
includes the terms related to recommendation systems. The third segment in- 
cludes terms for collaborative learning and all its synonyms when they are used 
in the field of education. In each database, the query depends on its syntax, it’s 
mentioned in Table 2 

 
2.2 Pretreatment 

IEEE (Institute of Electrical and Electronics Engineers)-Xplore, ScienceDirect, 
Web of Science, The ACM (Association for Computing Machinery Digital) Li- 
brary, and SpringerLink were among the electronic databases searched for this 
literature study,Google scholar also some articles found from other sources like 
articles found through the bibliography of the selected articles or articles that 
mention a selected article. The papers were chosen in three processes, as sug- 
gested by the PRISMA standards, and depicted [5]. After deleting duplicates, 
merging all the articles in one Excel file, and adding a column selection (yes/no) 
this indicates whether the article is selected for in-depth reading/analysis or not. 
The title was checked for topic relevance in the first step. For this purpose, the 
title and the abstract have been checked for topic relevance in the first step. 
We then study the full text of the papers found in the second stage to identify 
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database 

 
query 

 
science direct (recommendation OR scaffold) AND 

(adaptation OR personalization OR 
customization) AND "learning analytics" 
AND ("computer supported collaborative 
learning" OR "collaborative learning") 

 
ACM Abstract: computer supported collabora- 

tive learning] AND [[Abstract: recom- 
mendation] OR [Abstract: scaffold]] AND 
[[Abstract: personalization] OR [Abstract: 
adaptation] OR [Abstract: customization]] 
AND [Abstract: learning analytics] 

 
Google Scholar / springerLink 

 
(recommendation or scaffold) and (adapt* 
or personal* or custo*) and "learning an- 
alytics" and ("computer supported collab- 
orative learning" or "collaborative learn- 
ing") 

 
IEEE 

 
("All    Metadata":recommend*)     OR 
("All Metadata":Scafold) AND ("All 
Metadata":adapt*) OR ("All Meta- 
data":costum*) OR ("All Meta- 
data":personaliz*) AND ("All Meta- 
data":computer supported collaborative 
learning) AND ("All Metadata":collab*) 
AND ("All Metadata":Learning analytics) 

Table 2. Research Queries 
 
 
 

relevant research that matches the analyzing criteria mentioned in the next sec- 
tion. To include significant papers, we used the search terms shown in Table 1. 
The selected keyword searches were applied to each article’s title, keywords, and 
abstract after that to the full text. The process of selection is demonstrated in 
the figure. 

The literature search was conducted between February and June 2023, and 
the publication period was between 2010 and 2023. The goal of this first stage 
is to examine the title and abstract of each article to find relevant publications 
that answer the research questions. To that purpose, we employ the inclusion 
and exclusion criteria listed below: 

 
– Inclusion criteria: 

1. Articles that focus on recommender or personalized or adaptive systems 
in a collaborative learning environment. 

2. Have been published between 2010 and 2023. 
3. Focus on the detection of collaboration with LA methods. 
4. Focus on improving collaboration. 

– Exclusion criteria: 
1. The article discusses aspects not in relation to our research topic. 
2. Articles that do not present empirical research results. 
3. The article must be peer-reviewed; articles that have not been evaluated 

or judged by peers are excluded. 
4. Short papers, workshops, reviews, chapters, and books 
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Fig. 1. The process of selection 
 
 

2.3 Analyzing criteria 

Analyzing criteria were searched for, in each article, they are listed below: 

– Learning context: Information about the learning context, such as the sub- 
ject of study, grade level, time constraints, and teaching mode, can influence 
recommendations by taking into account the specificities of the learning con- 
text. 

– Approach: the proposed approach: recommendation/adaptation/guidance. . . . 
– What? : what do they recommend/adapt ? 
– Who? : the target of adaptation/recommendation: teacher or students (in- 

dividual or group adaptation/recommendation) 
– How?: How do they adapt or make recommendations? the technique and the 

model they focus on. 
– Inputs (parameters): What are the inputs or information used to make de- 

cisions about adaptation/recommendation/guidance? 
– Results: impact of the study. Whether the proposed technique influenced 

collaboration skills and performance. 
 

3 Conclusion	

In conclusion, this work applied the PRISMA methodology to ensure a rigorous 
and systematic review of literature on recommender and adaptive systems in 
Computer-Supported Collaborative Learning (CSCL). By following PRISMA’s 
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structured approach, we identified, screened, and selected the most relevant stud- 
ies, offering a comprehensive understanding of how these systems enhance col- 
laborative learning environments. This method allowed us to filter out irrelevant 
research, ensuring a robust foundation for future analysis. In upcoming work, 
we will further analyze these selected studies in depth, identifying key trends 
and gaps. Additionally, we aim to propose a novel solution that integrates rec- 
ommender and adaptive systems to optimize personalized learning and collabo- 
ration in CSCL settings. 
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Abstract. Sepsis is a major public health problem and a leading cause of death 
worldwide. Faced to these challenges, we propose a new early prediction model 
called Parallel Neural Networks Fusion Predictor of Sepsis (PNNFPS) for pre-
diction sepsis within ICU patients. PNNFPS encompasses four deep learning 
(DL) Models: a Long Short-Term Memory (LSTM), two Deep Neural Net-
works (DNN1, DNN2) and an Artificial Neural Network (ANN), enabling the 
parallel processing of various clinical data types. By combining the strengths of 
the sequential hybrid LSTM-DNN1 and DNN2 model with feature fusion, 
PNNFPS produce sepsis probability score. Additionally, PNNFPS involves em-
ploying intelligent data analysis, which includes both pre-processing step, such 
as data imputation and segmentation and post-processing techniques like hy-
perparameter tuning and threshold optimization to enhance performance. In this 
paper, we detail PNNFPS architecture, the pre-processing and post-processing 
data steps using the 2019 PhysioNet / Computing in Cardiology Challenge da-
taset. 

Keywords: Early prediction of sepsis, Machine learning, LSTM, DNN, Deep 
learning, Fusion. 

1 Introduction 

Sepsis is the major public health problem and a leading cause of death worldwide [1], 
responsible for nearly 35% of all hospital-related deaths in the United States [2]. Ear-
ly sepsis prediction system can significantly enhance patient outcomes by enabling 
timely interventions. While traditional methods rely on clinical judgment (scoring 
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systems), advancement in machine learning (ML) and deep learning (DL) have 
opened new possibilities, such as hybrid models based on fusion technologies for 
more accurate and timely prediction systems [3]. Feature fusion technologies, such as 
concatenation, element-wise addition, multiplication are detailed in [4]. 

In this paper, we propose a new early prediction model named Parallel Neural 
Networks Fusion predictor of Sepsis (PNNFPS) for prediction sepsis within ICU pa-
tients. PNNFPS is a parallel DL architecture that integrates four DL models: a LSTM, 
two DNNs (DNN1, DNN2) and an ANN. The main idea of this study is that PNNFPS 
operates the sequential hybrid LSTM-DNN1 and DNN2 models in parallel, with a 
feature fusion technology applied to their outputs. Finally, an ANN generates a sepsis 
probability score with a threshold used to classify septic and non-septic cases. 

The expected impact of this study is to enhance early sepsis prediction in ICU set-
tings, leading to timely interventions and reduced mortality rates. The hypotheses 
include that the PNNFPS model will outperform traditional approaches in predictive 
performance. The PNNFPS includes both pre-processing step, such as data imputation 
and segmentation to ensure data quality and post-processing techniques like hyperpa-
rameter tuning and threshold optimization to enhance performance.  

In this study, we present the PNNFPS architecture, the pre-processing and pos-
processing data steps, employing the 2019 PhysioNet/CinC Challenge  [5]. The re-
mainder of this paper is organized as follows: Section 2 reviews related works, Sec-
tion 3 describes the proposed approach, Section 4 presents our experiments and Sec-
tion 5 concludes the study. 

2 Literature review 

 
Recent advancements in sepsis prediction models demonstrate an evolving focus on 
leveraging DL architectures to improve early sepsis prediction and intervention.  

Shashikumar, et al. [6] developed a DNN model for predicting sepsis 4 to 48 hours 
before clinical suspicion (sepsis-3) [2], designed to reduce false alarms. While their 
single-model approach demonstrated consistent performance across various care set-
tings and validation cohorts, it struggled with temporal dependencies in sequential 
data. 

Zhang et al. [7] proposed an LSTM model for predicting sepsis 4 hours prior its on-
set (sepsis-2) [8] in the Emergency Department (ED). This model effectively manages 
temporal information; however, issues related to model interpretability and computa-
tional requirements remain significant limitations. 

Lee et al. [9] employed the PhysioNet/CinC 2019 dataset [10] to develop a DL-
based early warning system for sepsis prediction at various intervals of 4,6,8,12 hours 
prior  clinical onset. The model demonstrated practical potential for real hospital envi-
ronments, limitations remain, including the need for clinical validation and the chal-
lenge of managing ICU patients’ data noise. 

. 
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Our previous work [11] introduced a parallel LSTM- DNN model for early predic-
tion sepsis using ICU dataset [5]. This approach demonstrated reasonable perfor-
mance and effectively generalized to test data, despite relying solely on learning rate 
and neuron count optimization per layer. However, the model would benefit from 
further hyperparameter tuning and threshold optimization to improve predictive accu-
racy. 

To further enhance predictive accuracy, our current approach PNNFPS addresses 
these identified limitations. We anticipate that PNNFPS will outperform previous 
approaches by leveraging increased model depth, refined data split strategies, com-
prehensive hyperparameter and threshold optimization. These improvements are ex-
pected to enhance the model's ability to capture temporal dependencies, reduce com-
putational overhead, and achieve greater predictive accuracy in early sepsis predic-
tion. 

3 Proposed approach 

In this paper, we propose PNNFPS, a parallel DL architecture based on a fusion tech-
nology, for predicting sepsis six hours prior to its clinical diagnosis (sepsis-3), within 
ICU patients. Initially, PNNFPS involves employing both pre-processing step, such as 
data imputation and segmentation and post-processing techniques like hyperparameter 
tuning and threshold optimization to enhance model performance. The PNNFPS mod-
el leverages a 16-hour Look Back Window (LBW) without hand-engineered feature 
extraction, utilizing four DL models: LSTM, two DNNs, and an ANN. The LSTM 
and DNN1 operate sequentially, forming a hybrid model, while the hybrid model and 
DNN2 run in parallel. An element-wise additive layer fuses the outputs, and the ANN 
predicts a sepsis probability score, followed by a threshold for classification. Figure 1 
outlines the model's key phases, which are detailed in this section. 
3.1 Dataset 

The dataset used in this study is from the 2019 PhysioNet/CinC Challenge  [5]. It 
includes clinical data from 40,336 ICU patients across two hospitals: 20,336 from 
Hospital A and 20,000 from Hospital B. Each patient's data, stored in Pipeline Sepa-
rated Value (.PSV) format, consists of hourly time series for 40 clinical variables, 
including 8 vital signs, 26 laboratory tests, and 6 demographic factors. Detailed de-
scriptions on these clinical variables are available in [5]. 
3.2 Data pre-processing 

Before constructing the model, data preprocessing is essential to ensure quality. This 
involves two key steps: data imputation and segmentation.  
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Data imputation. The imputation process addresses three subsets of features:  binary 
(2), frequent (8), and infrequent (26). The selection of these subsets is grounded in 
their relevance to the clinical context and their potential impact on the model's predic-
tive performance. Binary features (Gender, Unit1) are handled using backward-fill 
followed by forward-fill, with any remaining missing values filled as 1, indicating a 
male patient from a medical ICU [12]. For frequent (Age, 7 vital signs) and infrequent 
features (26 laboratory tests) are first filled with the global mean, followed by back-
ward-fill and forward-fill for any remaining gaps. 

Data segmentation.  Data segmentation is a crucial step in the preprocessing pipeline 
of PNNFPS, enabling the capture of temporal dependencies in sepsis prediction. Us-
ing an overlapping sliding window of 16 hours, advanced by one-hour increments, the 
dataset is divided into two sub-samples: FS1 (8 features, including vital signs and Age 
as a 16-hour multivariate time series) and FS2 (28 features, including lab tests, Gen-
der, and Unit1 as median values). Sub-sample1 is represented as a 3D tensor with a 
size of (N,LBWlength,FS1length), while sub-sample2 is a 1D tensor with a size of 
(N,FS2length). This differs from previous approaches using a 12-hour window over 40 
features [13]. It is important to note that this segmentation process is identical to the 
one used in our previous method [11]. 
3.3 PNNFPS architecture. 

As shown in figure 2, PNNFPS consists of four components: the sequential hybrid 
LSTM-DNN1 model, the DNN2 model, an element-wise additive layer for fusion and 
the ANN model. 

Standard hybrid LSTM-DNN1 model. The standard hybrid LSTM-DNN1 model 
consists of two modules: an LSTM module for temporal feature extraction and a 
DNN1 module for further processing. The LSTM module uses the 3D-tensor as input 
to a bidirectional LSTM, concatenating outputs from both directions and passing them 

 

Fig. 1. General architecture of the proposed approach. 
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through an additional LSTM layer to extract temporal features. These features are 
then fed into the DNN1 module, which processes them through K blocks, each con-
sisting of a dense layer, batch normalization, and dropout, to extract deep features and 
accelerate training. 

DNN2 model. The 1D-tensor data is passed through N blocks of layers, each involv-
ing a dense layer followed by a BNL and a dropout layer. This process produces a set 
of deep features with same length as the deep features extracted from DNN1. 

Element-wise additive layer for fusion. The outputs consisting the two sets of ex-
tracted deep features from the final dropout layers of both preceding models (the 
standard hybrid LSTM-DNN1 model and the DNN2 model) are fused (added), using 
an element-wise additive layer. 

ANN model. The outputs of the element-wise additive layer are passed through a 
dense layer using the sigmoid activation function with 1 unit. During the prediction 
phase, this layer maps the probability scores for both classes. Finally, a threshold 

 

Fig. 2. PNNFPS architecture. BNL= Batch Normalization Layer 
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value is applied to these probability scores to discriminate between septic and non-
septic classes.  Notably, with the exception of the dense layers of the ANN, the Recti-
fied Linear Unit (ReLU) activation function is aplied to all other layers. 
3.4 Data post-processing 

During developing a model, data pos-processing is important to enhance its perfor-
mance. This phase involves addressing two key aspects: hyperparameter tuning, and 
threshold optimization. 

 Hyperparameter tuning. The hyperparameters of the proposed PNNFPS will be 
tuned using a random search via Keras Tuner's "hypermodel" criterion [14], with a 5-
fold stratified strategy applied to 80% of the dataset. This process results five prelimi-
nary models, each with unique hyperparameters, including the number of layers, neu-
rons per layer, and learning rates, optimized based on the AUROC, the Binary Cross 
Entropy (BCE) loss function and the Adam optimizer [15]. 

Threshold optimization. The tuned hyperparameters from each fold will be used to 
retrain the final PNNFPS model, followed by threshold optimization to maximize the 
AUROC on the same fold. This process systematically adjusts threshold values ap-
plied to the prediction probabilities, selecting those that yielded the highest U score. 
The model corresponding to the fold with the highest U score, along with optimized 
thresholds, will then applied to the holdout set (20% of the dataset) for generating 
overall predictions, which will subsequently evaluated using the U score and AUROC 
metrics. 

4 Experiment 

4.1 PNNFPS development. 

The proposed PNNFPS including pre-processing steps was developed in Python using 
Keras [16] with TensorFlow [17] for early sepsis prediction from hourly clinical data. 
The dataset of 40,336 patients was randomly split into 80% for training, using a 5-
fold stratified strategy, and 20% as a holdout set for testing. The model will be trained 
for 100 epochs, using a single-patient per batch aspect. Folds were selected to contain 
approximately the same number of septic patients, ensuring that no patient’ data ap-
peared in more than one fold. This batching process preserves the temporal sequence 
of the patient's physiological data, enabling the model to accurately capture and predict 
the progression towards sepsis by analyzing individual patient trajectories. 
4.2 PNNFPS architecture comparison. 

The proposed approach differs from our previous method [11] in several aspects: the 
depth and nature of the architecture, the data split strategy, data imputation, threshold 



 Early Prediction Sepsis Using a Parallel Deep Learning Architecture 7 

optimization and training batch size. Notably, PNNFPS employs K blocks of layers in 
DNN1 and N blocks in DNN2, whereas our previous method [11] used only one 
block (K=N=1) in its architecture. This approach is also differs from the approaches 
that rely on sequential [12] or individual models [6] or ensemble model [13].  

5 Conclusion. 

In this paper, we present the PNNFPS, a parallel DL architecture based on a fusion 
technology, for predicting sepsis onset six hours before its clinical occurrence, utiliz-
ing a 16-hour window of historical data. In particular, this study discussed two main 
steps: pre-processing step, such as data imputation and segmentation to ensure data 
quality and post-processing techniques like hyperparameter tuning and threshold op-
timization to enhance performance.  Unlike previous approaches that rely on sequen-
tial or individual models, our method processes data in parallel. Future work will 
focus on validating the PNNFPS model across diverse clinical environments, integrat-
ing additional clinical features, and simulating real-time predictions. Additionally, 
extensive hyperparameter tuning and performance assessments under varying data 
conditions will be conducted to enhance the model's adaptability and robustness in 
real-world settings. 
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Abstract.  Outlier detection within the MCDA field has not been sufficiently 
explored in the existing literature. To address this gap, we propose a novel 
approach that leverages the preference indicators γij and γji derived from 
PROMETHEE γ to define new metrics (γi+, γi-) for each alternative. These 
metrics are subsequently used as inputs to the DBSCAN algorithm for outlier 
identification. We demonstrate the effectiveness of the proposed approach by 
applying it to the real-world case of the Human Development Index (HDI). 

Keywords: Outlier detection; Multicriteria decision aid; promethee γ; DBSCAN. 

1 Introduction  

Multicriteria decision aid (MCDA) is a branch of Operational Research (OR) focused 
on creating methods to help decision-makers handle situations involving multiple, often 
conflicting criteria simultaneously [1]. Numerous MCDA methods have been 
suggested in the literature. Majumder [2] categorizes these methods into two primary 
types: Compensatory methods [3][4] and Outranking methods [5][6]. 
MCDA methods have been utilized across various fields, including agriculture [7], 
education [8], and finance [9], among others. In certain cases within the MCDA field, 
one alternative (or a group of alternatives) may significantly stand out from the rest, 
potentially signaling the presence of a multicriteria outlier. 

As defined by Barnett and Lewis [10], an outlier is "an observation (or subset of 
observations) which appears to be inconsistent with the remaining data." These outliers 
often represent valuable and essential data in a database. Outlier (or anomaly) detection 
has been applied in the financial industry, fraud detection [11], wireless sensor 
networks [12], network intrusion [13], and various other fields. Extensive discussions 
on outlier detection techniques are available in the literature, where these methods are 
categorized into statistical, distance, density, depth, and clustering-based approaches. 

Identifying outliers within the MCDA field represents a relatively new research 
avenue that has not been extensively explored in the literature. To our knowledge, only 
three studies have addressed this issue. The initial method was introduced by De Smet 



& al [14]. The authors developed a model based on the distance measure introduced by 
De Smet and Montano [15], extending it to multiple samples of the set of alternatives. 
The approach relies on comparisons drawn from these samples, with bi-modal 
distributions serving as indicators of potential outliers. In a second paper, Rouba and 
Nait Bahloul [16], proposed generating preference relations via a multicriteria 
outranking method, where each alternative is identified by its relationships with others. 
To detect outliers, they applied the local outlier factor (LOF) algorithm [17] to the 
distributions of the outranking relations. In the third paper, the authors utilized 
statistical techniques to identify outliers [18]. The PROMETHEE method is employed 
to generate a net-flow value for each alternative, and the technique for identifying 
outliers is chosen according to the distribution of these values. If the net-flow values 
follow a normal distribution, the standard deviation method is used; in other cases, the 
interquartile range method is applied.  
    This paper introduces a novel method for detecting outliers in the MCDA field. The 
proposed approach is based on the mono-criterion net flow scores indicators (γij , γji ) 
derived from PROMETHEE γ [19]. These indicators not only reflect the pairwise 
comparisons between specific alternatives but also consider how each alternative 
interacts with all other alternatives in the problem. For this reason, these indicators are 
strong candidates for use in the outlier detection process.  In the proposed approach (γij 
, γji ) indicators are used to establish new metrics (γi+, γi) for each alternative. These 
metrics are subsequently used as input into the DBSCAN algorithm [20] to detect 
outliers. 
The remainder of this paper is structured as follows: Section 2 introduces the classical 
PROMETHEE method and its variant, PROMETHEE γ. In Section 3, the proposed 
approach is detailed, accompanied by an application example. Finally, the paper 
concludes in Section 4. 

2 PROEMTHEE Methods 

In the MCDA field, methods are designed to help decision makers (DM) in the 
comparison of a set of alternatives, denoted as A = {𝑎!, 𝑎", ..., 𝑎#}, which are evaluated 
on a set F = {𝑓!, 𝑓", ..., 𝑓$} of k conflicting criteria. The PROMETHEE methods were 
designed to help decision-makers rank alternatives evaluated across multiple criteria, 
offering either partial rankings (PROMETHEE I) or full rankings (PROMETHEE II).  

1. Initially, we compute the difference between the evaluations of two alternatives 
#𝑎% , 𝑎&% from the set A×A on each criterion c within the range 1 to k: 

𝑑'#𝑎% , 𝑎&% = 𝑓'(𝑎%) −	𝑓'(𝑎&)  ∀	𝑐 ∈ 1,… , 𝑘                                    (1) 

 

Where 𝑓'(𝑎%) represents the evaluation of alternative 𝑎% on criterion c. To 
express these differences in terms of preference, we utilize the preference 
function P. 𝑃'[𝑑'(𝑎% , 𝑎&)] denotes the degree of preference of 𝑎% over 𝑎& for the 
criterion c, with 𝑃' being a positive, non-decreasing function that takes values 



between 0 and 1. PROMETHEE method introduces six variants of preference 
functions, giving decision makers the ability to customize their preference 
modeling (For further details, refer to [21].). 

2. The second step involves assigning a multicriteria preference index to each pair 
#𝑎% , 𝑎&% in A×A: 

 𝜋#𝑎% , 𝑎&% 	= ∑ 𝑤'	𝑃'#𝑎% , 𝑎&%$
'(! ,							(∑ 𝑤'$

'(! = 1) (2) 

where 𝑤' (with c ranging from 1 to k) represent the standardized weights 
assigned to the criteria. This index is a positive real number ranging from 0 to 
1, serving as an overall measure of how one alternative is preferred over another. 

3. In the last step, we calculate the outranking flow scores—both positive and 
negative—for each alternative 𝑎% ∈ 𝐴. The positive flow score shows the extent 
to which alternative 𝑎% is preferred over other alternatives.  

 𝜙)(𝑎%) = 	∑ 𝜋#𝑎% , 𝑎&%*!∈,  (3) 

The negative flow score shows the extent to which other alternatives are 
preferred over alternative 𝑎%. 

 𝜙-(𝑎%) = 	∑ 𝜋#𝑎& , 𝑎%%*!∈,  (4) 

The PROMETHEE II methods defines a unique score for each alternative 
defined as the difference between the positive and negative flow scores: 

𝜙(𝑎%) = 𝜙)(𝑎%) − 𝜙-(𝑎%)	                                       (5) 

2.1 PROMETHEE 𝜸 

PROMETHEE γ is an extension of the PROMETHEE methods designed to address 
the rank reversal issue. This phenomenon occurs when the addition or removal of an 
alternative in the dataset leads to a reversal in the ranking order of two other 
alternatives. 

In this section, we won't delve deeply into PROMETHEE γ; instead, we'll focus 
solely on the aspects pertinent to our approach, specifically the new preference indices 
proposed in this method. These indices, represented by 𝛾%& and 𝛾&%, are used when 
comparing two alternatives, 𝑎% and 𝑎&. 𝛾%& denotes the overall advantage of 𝑎% over 𝑎& 
within the whole dataset. It is the significance of the weight coalition that determines 
why 𝑎% 	is preferable to 𝑎&, with the weights being adjusted according to the difference 
in mono-criterion net flow scores.  

  

 𝛾%& =	∑ 𝑊'."(*#)1	."3*!4 	 . >𝜙'(𝑎%) − 𝜙'#𝑎&%?. (6) 

Where 𝜙'(𝑎%) = 	
!

#-!
∑ (𝜋%&' −#
&(! 𝜋&%' ) represents the mono-criterion net flow of 𝑎% 

on criterion c, 𝑓'(𝑎%) is the evaluation of 𝑎%	on criterion c, and 𝑊'	is the weight of 
criterion c. 



This indicator 𝛾%&	 (respectively 𝛾&%) depend not only on the pairwise comparisons 
between the specific alternatives but also on how each alternative interacts with all 
other alternatives in the problem. Therefore, having high values for both 𝛾%&	and 𝛾&% 
relative to other alternatives in the problem indicates strong conflicting information, 
suggesting that the alternative may be considered as an outlier. 

In the following section we will explain how to integrate 𝛾%&	(respectively 𝛾&%) 
indicators into the outlier detection process. 

3 Proposed approach  

 
The idea behind the proposed approach is to assess how an alternative 𝑎%interacts with 
the entire dataset. Alternatives characterized by significant conflicting information are 
considered outliers. To achieve this, the proposed approach is divided into two main 
steps: 
Step1: to measure how an alternative 𝑎%interacts with the entire dataset, we propose 
computing two new metrics for each alternative: one representing the global advantage 
of 𝑎% over all other alternatives, and the other representing the global advantage of all 
other alternatives over 𝑎%.  
Using the previously mentioned indices (𝛾%&	, 𝛾&%) ), our approach introduces two new 
indices for each alternative: 𝛾+(𝑎%) and 𝛾−(𝑎%). The index 𝛾+(𝑎%) represents the average 
global advantage of  𝑎% over all other alternatives in the entire dataset. 
  

𝛾)(𝑎%) =
!

#-!
∑ 𝛾%&#
&(!                                              (7) 

 
Similarly, 𝛾−(𝑎%) represents the average global advantage of all other alternatives over 
𝑎%  

𝛾-(𝑎%) =
!

#-!
∑ 𝛾&%#
&(!                                               (8) 

 
Step2: Apply DBSCAN [20] clustering algorithm using 𝛾)(. ) and 𝛾-(. ) as input. 
Alternatives characterized by significant conflicting information are marked as noise.     
 
To demonstrate our approach, we present a real-world case study involving the Human 
Development Index (HDI) problem. This study assesses 179 United Nations countries 
based on three criteria: life expectancy, education, and income index. For additional 
details on the parameters, refer to De Smet et al. [22]. 
 
Our approach involves selecting the top ten alternatives and the lowest-ranked 
alternative using the PROMETHEE method. This strategy ensures that the lowest-
ranked alternative is distinct from the top ten, thereby identifying it as a potential 
outlier. 
In the first step, we used PROMETHEE γ method to derive 𝛾%& and 𝛾%&% for all pairs of 
alternatives, as shown in Table 1. Subsequently, 𝛾)(. ) and 𝛾-(. )  values for each 
alternative are calculated, as demonstrated in Table 2. 



Table 1. 𝛾!" and 𝛾!"! values for all alternatives 

 
 𝑎! 𝑎" 𝑎5 𝑎6 𝑎7 𝑎8 𝑎9 𝑎: 𝑎; 𝑎!< 𝑎!9; 
𝑎! 0 0.165 0.561 0.924 1.089 1.122 1.485 1.485 0.99 1.188 3.036 
𝑎" 0 0 0.396 0.759 1.089 0.957 1.32 1.485 0.825 1.023 2.871 
𝑎5 0.099 0.099 0 0.528 1.188 0.825 0.924 1.584 0.528 0.726 2.574 
𝑎6 0.231 0.231 0.297 0 0.792 0.429 0.693 1.188 0.825 0.495 2.343 
𝑎7 0 0.165 0.561 0.396 0 0.396 0.957 0.396 0.561 0.66 1.947 
𝑎8 0 0 0.165 0 0.363 0 0.561 0.759 0.396 0.264 1.914 
𝑎9 0.099 0.099 0 0 0.66 0.297 0 0.66 0.528 0.198 1.65 
𝑎: 0 0.165 0.561 0.396 0 0.396 0.561 0 0.561 0.66 1.551 
𝑎; 0 0 0 0.528 0.66 0.528 0.924 1.056 0 0.627 2.046 
𝑎!< 0 0 0 0 0.561 0.198 0.396 0.957 0.429 0 1.848 
𝑎!9; 0 0 0 0 0 0 0 0 0 0 0 

Table 2. , 𝛾#(. ) and 𝛾$(. )  corresponding to each alternative. 

 𝑎! 𝑎" 𝑎5 𝑎6 𝑎7 𝑎8 𝑎9 𝑎: 𝑎; 𝑎!< 𝑎!9; 

γ)(. ) 1.095  0.975 0.825 0.684 0.549 0.402 0.381 0.441 0.579 0.399 0 

γ-(. ) 0.039  0.084 0.231 0.321 0.582 0.468 0.711 0.87   0.513 0.531 1.98 

 
. 
In the second step, we used BDSCAN clustering algorithm with parameters with ε =0.5 
and MinPts = 5. Alternative 	𝑎!9; has been detected as outliers as depicted in Fig 1.  

 



Fig. 1. Representation of Alternatives in Space Using their γ# and γ$ Measures. 

4 Conclusion 

Outlier detection within the MCDA field has not been adequately covered in existing 
literature. This paper introduces a new method for detecting outliers in MCDA. The 
proposed approach is based on detecting alternatives characterized by significant 
conflicting information. To measure this conflicting information, we proposed to 
compute, for each alternative, two metrics based on PROMETHEE γ. These metrics 
have been used as input in DBSCAN algorithm to detect outliers. To prove its 
applicability, the proposed method has been effectively tested on real-world data. This 
paper serves as an initial exploration and calls for further expansion. Future work will 
involve applying the method to larger datasets and comparing its performance with 
existing approaches to validate its effectiveness. 
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Abstract. Decentralized systems, particularly blockchain, face persis-
tent challenges regarding scalability, concurrency, and data consistency.
CRDTs (Conflict-Free Replicated Data Types) offer innovative solutions
for managing distributed data conflicts without centralized control. Si-
multaneously, Large Language Models (LLMs) like GPT-3 are transform-
ing software development, especially in automating the complex process
of code merge conflict resolution. Moreover, AI is revolutionizing conflict
resolution strategies in distributed networks. This paper investigates the
integration of CRDTs in blockchain technology, explores the potential
of LLMs in distributed conflict management, and highlights AI’s evolv-
ing role in enhancing coordination in decentralized systems. We present
real-world examples, such as Hyperledger Fabric, and new blockchain
architectures like OrderlessChain to exemplify the applicability of these
technologies.

Keywords: CRDTs · Blockchain · LLMs · AI · Conflict Resolution ·
Distributed Systems · Collaborative Networks · Scalability · Concurrency

1 Introduction

Among recently developed technologies, blockchain has emerged as one of the
most innovative approaches in decentralized systems. Its use spans a wide variety
of industries, from finance and supply chain management to healthcare and
many more. However, scalability and concurrency issues significantly hinder its
adoption on a larger scale. Conventional blockchain systems are often based on
consensus algorithms like PoW (Proof of Work) or PoS (Proof of Stake), which,
eventually, at the cost of efficiency and speed, increase with the network [1].
Moreover, large-scale implementations face growing transaction latencies and
bottlenecks as more participants join the network, and this scalability challenge
has real-world consequences. For example, the Bitcoin network processes only
about 7 TPS on average while Visa’s global payment network can process up to
65,000 TPS [2].
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CRDTs recently started gaining importance as a solution to concurrency and
consistency problems in blockchains. They allow local updates on distributed
replicas, which eventually converge to a consistent state across nodes without
any need for a centralized authority or global ordering of transactions [3]. Though
CRDT applications have begun to reach domains like collaborative text editing,
for example, Google Docs, the use of CRDT in blockchain is at an early stage.
The question is how CRDTs can bring the same efficiency to blockchains, over-
coming the constraints imposed by current consensus protocols [4].

Large Language Models (LLMs) like GPT-3 are also making their mark in-
software engineering, particularly in automating conflict resolution during code
merges. This presents opportunities for leveraging LLMs in blockchain conflict
management as well, potentially reducing the reliance on manual interventionfor
transaction conflicts [5]. AI’s role in blockchain and CRDT systems extendsbe-
yond this, offering predictive analytics to optimize system performance andac-
celerate research in decentralized coordination [6].

This paper aims to explore the convergence of these technologies—CRDTs,
LLMs, and AI—within the blockchain ecosystem, using real-world examples and
novel insights to showcase the transformative impact they could have on decen-
tralized systems.

2 Background

2.1 Blockchain’s Scalability Challenges

The scalability problem of blockchain networks is well-known. Public popular
blockchains like Ethereum face problems while demand exceeds the process-
ing capacity. That was vividly demonstrated during the CryptoKitties boom
in 2017, where Ethereum’s TPS slowed down significantly due to network con-
gestion. Permissioned blockchains like Hyperledger Fabric are partial solutions
since they focus on enterprise level scalability by using consensus mechanisms
better suited for controlled environments [7]. However, these systems still strug-
gle with transaction ordering, validation, and finality when network participation
increases.

Hyperledger Fabric’s Execute-Order-Validate (EOV) approach separates ex-
ecution from transaction ordering to achieve parallelism, yet the system can
still experience bottlenecks as transactions need to pass through a central order-
ingservice [7].

The challenge lies in eliminating this global ordering requirement without
sacrificing consistency and security.

2.2 Conflict-Free Replicated Data Types (CRDTs)

CRDTs allow for data synchronization in distributed systems by having inde-
pendent nodes update data at the same time. These converge over time to a
consistent state with no need for coordination between the nodes [8]. This makes
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CRDTs very pertinent for blockchain, where transaction conflicts of distributed
participants are frequent. Unlike traditional blockchain consensus protocols re-
lying on global ordering, CRDTs enable more parallelism, hence reduced need
for strict sequential transaction validation.

A very prominent use of CRDT in the real world is Google Docs. Users can
edit a document that is shared with others all at the same time, and the system
makes sure that each change is reflected uniformly for all users without them
needing to take turns. In reference to blockchain, this could apply to multiple
nodes processing transactions at the same time, which may give way to new
levels of scalability and efficiency.

3 CRDTs in Blockchain

3.1 The Promise of CRDTs for Blockchain Scalability

The scalability of blockchain networks is poor because the consensus mechanism
is always centralized and also creates overhead in terms of transaction validation.
CRDTs, by providing the facility for concurrent updates without a requirement
of centralized control, indeed present a promising alternative that will improve
scalability. Multiple nodes will be able to propose transactions simultaneously
with CRDTs, without having to wait for a global consensus. This approach
significantly improves transaction throughput and reduces bottlenecks associated
with traditional consensus algorithms.

For instance, a permissioned blockchain platform like Hyperledger Fabric [7]
might leverage CRDTs in order to move transaction validation much more effi-
ciently. Rather than using a centralized consensus protocol for every single trans-
action, CRDTs would permit concurrency updates across the network, whereby
all nodes would eventuate to the same state. However, incorporating CRDTs
into Fabric remains a challenge, especially when it comes to ensuring the consis-
tency and reducing the communication overhead between nodes in a large-scale
network.

3.2 Case Studies: FabricCRDT and OrderlessChain

FabricCRDT: This approach extends the Hyperledger Fabric by integrating
CRDTs in its architecture. The CRDT extension embeds conflict-free transac-
tions that increase the throughput and reduce the transaction failures. CRDTs
help resolve issues related to concurrency; conflicting transactions can automat-
ically be merged without human intervention.

OrderlessChain: This system presents a different direction from traditional
blockchain consensus mechanisms, as it uses CRDTs to enable coordination-free
execution. By allowing all transactions to execute in parallel, with no particular
order, OrderlessChain removes the overhead of the consensus protocols, achiev-
ing much better scalability and lower latency.
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The above examples present the possibilities of CRDTs within blockchains,
but efficient data propagation, handling large-scaled CRDTs, and reduction of
communication overhead are challenges that require further research.

3.3 Future Research Directions

While CRDTs are a promising solution, there is still a lot of gap that needs to be
addressed. First, it is important that CRDTs are scalable for large and dynamic
datasets in real-world blockchain environments. Secondly, there is a need for
more research on how CRDTs work with traditional consensus mechanisms and
how AI can optimize the performance of CRDTs in decentralized systems.

4 LLMs in Blockchain Conflict Resolution

In this aspect, the integration of Large Language Models into conflict resolu-
tion mechanisms for blockchains is quite fitting and opens a completely new
perspective on how some of the inherent problems in decentralized transaction
validation can be tackled. Though these LLMs, GPT-3 among them, were cre-
ated with only natural language comprehension and generation in mind, the
scope of application is rapidly expanding to cover code conflict resolution and
blockchain infrastructures. The section provides an overview of LLMs’ potential
in the blockchain ecosystem, the automation potential for transaction conflict
resolution by LLMs, the challenges they face, and their future potential with
respect to improving blockchain scalability and efficiency.

4.1 AI’s Role in Optimizing Decentralized Systems

Some of the more advanced usages of AI in recent times revolve around predic-
tive analytics and optimization functions in the management of decentralized
networks. In dynamic environments where bandwidth and computing powers
are at a premium, AI is adept at optimizing task distribution for improved
transaction throughputs and allowing real-time detection of possible network
bottlenecks [6]. This application is already manifesting in IoT networks, where
blockchain systems are often faced with problems based on low-power devices
and restricted connectivity.

With AI-boosted algorithms for CRDTs, adaptation could be made dynam-
ically to preserve efficiency of conflict resolution with regards to fluctuation in
the number of nodes. This may be crucial for future blockchains, which would
require high scalability with low latency.

4.2 Large Language Models (LLMs) and Merge Conflict Resolution

Merge conflicts in software development arise when various contributors make
modifications to the same piece of code. This process may get even more com-
plicated in big projects with multiple branches and contributors. Large language
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models like GPT-3 have already shown great potential for automated merge
conflict resolution-for example, based on contextual understanding of the code
changes and suggestions for appropriate merged versions [5].

For instance, GitHub’s Copilot embeds an AI-powered assistant that helps
developers to complete code and resolve conflicts. This could be further extended
to blockchain environments, where a set of nodes propose possibly conflicting
transactions. LLMs might analyze those transactions and propose an optimum
conflict resolution, hence reducing the need for explicit conflict management and
accelerating the consensus process.

4.3 Applying LLMs to Blockchain Transaction Conflicts

With the growth of software, LLMs have helped in resolving merge conflicts like
GPT-3. From understanding changes in code, there can be an intelligent merge
of conflicting modifications by LLMs, reducing manual intervention and human
error. This is helpful for open-source projects, for example, GitHub repositories,
which get updated quite frequently and have a large number of contributors. For
instance, GitHub Copilot can even suggest smart merges, enabled through the
OpenAI Codex model, and can write code based on context, saving developers
much time and reducing the risk of conflicts that could disrupt code integrity.

Similar merge conflicts in blockchain occur when many nodes submit transac-
tions that are conflicting with each other. The issue is all the more critical when
there is no central authority in decentralized networks that can sort out disputes.
Here, the integration of LLMs into the management of blockchain transactions
could provide the system with the autonomy to analyze proposed transactions
automatically for detection and also to propose resolutions that keep the in-
tegrity of the Distributed Ledger. The role of LLMs could go beyond the simple
resolution of conflict. They could also:

– Understand the context of each transaction: Like code in the field of software
development, blockchain transactions often depend on the context in which
they have been made. An LLM would understand the relations of various
transactions, be it financial, asset transfers, or even execution of smart con-
tracts, and ensure their resolution in a manner that maintains the logical
and general consistency of the system at large.

– Large-scale automation of transaction validation: In permissioned blockchain
systems, multiple nodes participate in the process of transaction validation.
The complexity and scale said above can be better handled using LLMs,
which will support automated conflict resolution in context and hence reduce
human validators’ overhead and increase the system’s speed and scalability
factor.

For example, Hyperledger Fabric—a permissioned blockchain used in enterprise
settings—requires consensus and validation from multiple nodes before transac-
tions are confirmed. In the future, LLMs could be employed to facilitate real-
time decision-making and ensure that conflicting transactions are automatically
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identified and resolved without manual intervention, boosting overall network
throughput and reducing latency.

4.4 Challenges and Potential

While the potential benefits of LLMs in blockchain conflict resolution are clear,
there are several key challenges to consider.

– Nature of Blockchain Transactions: Blockchain transactions are strictly of
a structured format, following some protocols such as JSON or Protobuf,
whereas this is not so with natural language. In other words, LLMs would
have to be adjusted or fine-tuned to make sense of these particular types
of transactions. It probably needs to be specially trained on domain-specific
data ahead of it venturing into blockchain environments.
A real-world example of this challenge is the transition from general-purpose
language models to those specialized in certain domains, like legal or medical
language. For example, LawGeex has trained AI models to review legal con-
tracts, showing how domain-specific models can outperform general-purpose
ones. Similarly, LLMs in blockchain will likely need to undergo fine-tuning
with data from blockchain-specific applications, like smart contracts or token
transactions, to understand the intricacies of these systems.

– Decentralized nature of blockchain: Naturally, blockchain systems come in-
herently with no single source of truth or global context that the LLM may
rely on to make sense of all the transactions in the network. The LLM would
thus need to work in a distributed fashion, coordinating amongst nodes with-
out a centralized command-that most machine learning usually leverages.
This further decentralization also challenges the straightforward application
of LLMs, whose designs and architectures should cover the distributed nature
of blockchain.
However, recent innovations in federated learning and decentralized AI could
provide solutions to this issue. Federated learning enables models to train
locally on distributed devices without exchanging raw data between them.
This could allow LLMs to operate on individual blockchain nodes, each con-
tributing to the model’s learning process while preserving data privacy and
security.

– Diversity of transaction types: Blockchains can support a wider range of
transaction types with different characteristics and demands than has ever
been possible. Some-transactions based on smart contracts, for example-
may involve complex state changes, while simple asset transfers only need to
model flows of monetary value. The successful LLMs will be able to generalize
across a wide variety of transactions, which in this case can be rather complex
because of the diversity in the underlying transaction logic and systems
where these shall be executed.
One way to address this could be through the development of multi-modal
models that integrate not only natural language data but also numerical and
transactional data. For instance, an LLM could process natural language
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descriptions of a smart contract, analyze transaction logs, and consider his-
torical context to propose resolution strategies that balance between system
requirements and user goals.

Despite these challenges, the potential for LLMs to automate conflict resolution
in blockchain systems is immense. As LLMs continue to evolve and become more
specialized in understanding domain-specific languages and transaction formats,
their ability to handle complex conflicts in decentralized systems will increase.
For instance, OrderlessChain, a CRDT-based blockchain, relies on decentralized
coordination without requiring global transaction ordering. LLMs could play
a key role in such systems by analyzing the incoming transactions, predicting
conflicts, and proposing conflict-free merges in real-time, thereby improving per-
formance and scalability.

5 Conclusion

This paper has explored the integration of CRDTs, LLMs, and AI in blockchain
systems, illustrating their potential to address the longstanding issues of scala-
bility, concurrency, and conflict resolution. CRDTs can provide an effective way
to improve blockchain scalability by allowing for concurrent updates without
the need for global transaction ordering. Real-world applications, such as Hy-
perledger Fabric and OrderlessChain, offer tangible evidence of these improve-
ments. Meanwhile, LLMs offer a novel way to automate conflict resolution in
decentralized systems, reducing the need for manual intervention. Lastly, AI’s
role in optimizing resource allocation and conflict management presents new av-
enues for research and development. As blockchain systems continue to evolve,
these technologies will be key to unlocking their full potential, allowing for more
efficient, scalable, and robust decentralized networks.
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Abstract. Virtualization technology is the key driver in cloud environments. 
Being able to use more resources without the need of physical machines is im-
pressive. However it has security consequences. Virtualization has multiple 
types: full virtualization, paravirtualization and OS-level virtualization. Each 
type faces specific security threats. The most delicate virtualization type is the 
OS level virtualization. The OS level containerization, also known as uni-kernel 
virtualization, encounters multiple challenges in today’s environment. The abil-
ity to multiple instances in the same platform led the IT technology to a revolu-
tionary phase. The main challenge in containers technology is to detect whether 
the instance is secure or not. As a solution to provide a protected environment 
to run the application across ubiquitous platforms, the paper suggests a deep 
learning based model to handle OS virtualization level security risks. The goal 
of this model is to manage containers vulnerabilities through system calls. The 
system calls are the common way to differentiate the behavior of a container. 

Keywords: Container Security, CVE, virtualization, Unsupervised learning, 
Gated Recurrent Units (GRU), Autoencoder (AE). 

1 INTRODUCTION 

Containers are key driver in the IT revolution. Cloud Environment are facing a huge 
evolution due to the advantages offered by virtualization technology. This technology 
is beneficial for both hardware and software resources. It provides agility, adaptability, 
scalability and elasticity[1]. virtualization plays a pivotal role in cloud environments. 
Due to its abstraction potential, it allows to isolate the software from the underlying 
hardware. There are multiple types of virtualization: full virtualization, paravirtualiza-
tion , OS virtualization [1]. This paper focuses on OS-level virtualization. OS virtual-
ization known as containers is a technology that allows multiple instances to run 
across diverse platforms. The wide adoption of containers became remarkably chal-
lenging. Running multiple instances on the same host is more efficient and productive. 
The fast boot-up, elasticity and low cost oriented IT and non IT services to depend 
more on OS-level virtualization. With the indispensable container usage, security 
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risks became more challenging. According to microsoft the attack risks have in-
creased significantly. In 2023, 65% source code vulnerabilities were exhibited during 
the software development process [2]. Containers' inherent dynamism and ephemeral 
nature establish them as an optimal choice for swift scalability and effective resource 
management, yet, this attribute presents security challenges. The transient life-cycle 
of containers elevates the complexity of maintaining consistent monitoring, applying 
patches, and ensuring accurate configuration. Therefore, it could potentially expose 
them to more vulnerabilities and breaches [3] [4] [5]. Container vulnerabilities vary 
based on different factors. These factors could be outdated software, misconfiguration 
and weak isolation due to the shared resources. These factors may potentially expose 
the containers to security threats. Container security threats are classified into catego-
ries: vulnerable images, container risks, orchestrator risks, host OS risks and Imple-
mentation risks [6]. These risks are caused by different types of vulnerabilities. The 
vulnerabilities are increasing significantly, Fig.1 shows the statistics of docker vul-
nerabilities over the last years. 

Fig. 1. Docker vulnerability statistics based on severity [7]. 

The proposed solutions are inefficient, as they either utilize image scanning tools 
like inspec, rely on basic Linux security modules or improve isolation by adding an 
additional virtualization layer [8] [9] [10]. The interaction between a platform and its 
running instances is done via system calls. System calls are the best way to examine 
an anomalous behavior. Other solutions like system calls whitelisting were pro-
posed[11]. System calls are dynamic sequential data. The traditional solutions appear 
to be limited in terms of dealing with the core issues. The vulnerabilities exploit is the 
principale issue in the field of managing container security. The desire to find a better 
solution to enhance the containers security oriented the researchers to investigate new 
dynamic solutions. The solutions are based on machine learning and deep learning 
techniques. These techniques proved their power in the security field [12] [13]. The 
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paper follow the lead of previous researches [14] [15]. It proposes an unsupervised 
Gated recurrent Units (GRU) based autoencoder. Our team chose the GRU due to its 
advantages concerning sequential data [16]. GRU is a special recurrent neural net-
work. The model is designed to handle long dependencies and sequential data. GRU 
addresses the computational complexity by using two gates: the update gate, and the 
reset gate. Maintaining and discarding data in GRU is done by the reset gate. GRU 
offers benefits that includes agile sequence process and low usage of computational 
resources. The autoencoder, in the other hand, reduces noise and extract relevant fea-
tures[17] [18]. The paper merges the powers of the two techniques to benefit from 
their advantages. To detail more, we organized the paper as follows: Section 1 gives a 
brief overview and introduces our work. Section 2 highlights the previous works re-
lated to our research. Section 3 provides more detail about : the experiment, the model, 
the results and the limitations. Finally, we conclude our paper in section 4. 

2 CONTRIBUTION 

The purpose of this paper is to introduce an interactive, dynamic solution that will 
reinforce security mechanisms. The solution includes the use of a neural network 
model to minimize the OS-level virtualization security issues. The paper’s main con-
tribution is as follows: 
1. The Integration of System Calls: to inspect the low-level interaction between 

container and its host environment. The use of system calls is needed, their anal-
ysis reveals the behavioral changes of the instance. These changes may indicate 
a potential threat. 

2. The neural network model for anomalies detection: we provide an unsupervised 
GRU based AE(Autoencoder). The to monitor the behavior of the sequential da-
ta and minimize the noise. The point from combining these models relies in the 
AE ability to extract relevant features from system calls and the GRU capacity to 
learn sequential dependencies efficiently, while treating and handling the prob-
lems of gradient descent. The model learns the system calls patterns which is the 
main identifier for the containers malicious or benign acting. 

3 RELATED WORK. 

The machine learning and deep learning are playing a crucial role in the security field, 
they have proved their effectiveness in detecting defects and anomalies. In the follow-
ing subsections we will investigate some of the related works. Fatih.E.(2019) uses a 
hybrid model that combines Long Short Term Memory (LSTM), Bayesian model and 
Support vector machine (SVM) to improve anomaly detection in network attacks [12]. 
Tao et al. (2018) proposes a new framework. The authors claim that this solution 
outperforms K-nearest neighbor (KNN) and neural networks [13]. The experiments 
concerning the use of Machine learning (ML) and Deep Learning (DL) solutions 
reached the containerization security. The shared OS-kernel is the main actor for con-
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tainers execution. A 2023 vulnerability analysis revealed an alarming number of secu-
rity gaps, with Overflow and Memory Corruption vulnerabilities responsible for 127 
instances [19]. Segregated by type, DoS attacks emerged as the most prevalent, ac-
counting for 27 vulnerabilities, followed by privilege escalation with 20 vulnerabili-
ties [19], along with various other types including bypass and information leaks. The 
short-lived nature and dynamicity of containers elevate the level of risks and security 
challenges. To address these significant challenges caused by the complex and rapid-
nature of containers, recent research has employed ML and DL techniques and 
demonstrated their impact in mitigating and detecting containers threats. Chen X, et al. 
(2021) proposes a system call behavioral analysis using LSTM [20]. According to the 
authors, data collection was interactive using ptrace. The model has 4 layers and the 
learning rate is equal to 0.005. They used cross-entropy loss function, slide window 
and Adam optimization. The model’s results were satisfactory, reaching an accuracy 
of 91.24%. Pinnamaneni et al. (2022) focuses on vulnerabilities detection at the code-
level [21]. The authors use a static method to analyze the code within the image. The 
paper aims to detect the vulnerable Python libraries. The machine learning techniques 
used are: Decision tree (DT), Naïve Bayes, SVM, Random Forest (RF), KNN, Gradi-
ent boost (GB), X-Gradient Boost (XGB). The accuracy of the models varies between 
73.5% and 90%. The papers Lin et al. (2020) and O.Tunde-Onadele et al. (2019) fo-
cus on dynamic analysis of system calls using different types of machine learning 
algorithms [14] [15]. These methods are K-means, KNN, KNN + PCA, Self-
Organizing Map (SOM)[15] and autoencoders [14]. The papers use a dataset of sys-
tem calls to detect the behavior of containers. Autoencoders achieved a detection rate 
of 93.9%, while the SOM achieved 78.5% [14] [15]. Gantikow et al.(2020) seeks to 
evaluate the performance of GRU, LSTM and a hybrid model [23]. Each model has 
two layers. These models aim to examine the sequences of system calls. The authors 
did not mention any metric values. 

4 EXPERIMENT. 

Containers are prone to vulnerabilities, which are classified according to their type of 
exploit [19][3][4]. The types of exploits are: code execution, bypass, privilege escala-
tion, SQL-injection, information leak, denial of service, memory corruption, overflow 
etc. To address these vulnerabilities, different solutions were proposed to minimize 
the attack surfaces. The countermeasures are, basically, static scanning tools [12] [13], 
and isolation layer (hardware, virtualization...). Given the complex nature of vulnera-
bilities and the limitations that static solutions face with containerized application 
related threats, researchers are moving towards interactive real-time solutions. They 
opt for solutions that involve machine learning and deep learning. This orientation led 
us to explore the dynamic solutions. This section describes the model proposed by the 
paper. 
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4.1 Hardware 

The experiment was conducted on a local machine. The machine is a hp Zbook work-
station, equipped with an 11th Gen Intel(R) Core(TM) i7-11800H @ 2.30GHz pro-
cessor, a disk capacity of 1TB SSD, and 32 GB of RAM. This workstation has 16 
threads, and two graphical cards: an integrated, Intel® UHD Graphics, and a dedicat-
ed, NVIDIA RTX A2000. 

4.2 Dataset 

In this study we use a system calls based dataset [23]. It consists of benign and mali-
cious behavior collected by Cui.P. et al. (2020) using sysdig [25]. The authors used 
Docker containerization platform version 18.03.1-ce, build 9ee9f40. Sysdig recorded 
a detailed summary of each container calls. The collected calls are: the system call 
name, caller process, timestamp, and passed arguments. The paper proposes an LSTM 
based framework to pre-process the data [24]. The dataset contains 1.36 field of be-
nign behavior arguments. The attacks have more fields of arguments. The malicious 
behavior was collected from seven attack behaviors, which are categorized into the 
following types: 1/ Brute force login, 2/ Docker Escape, 3/ Malicious script, 4/ Me-
terpreter, 5/ Remote shell, 6/ SQL injection and 7/ SQL misbehavior. The Attacks 
were triggered in a simple containerized MySQL server application. The malicious 
behavior is accumulated from bind, chdir, readlink, socketpair, get pid system calls 
The primary behavior class analysis permits to learn patterns and long dependencies. 
The main purpose is to discern suspicious behavior triggered by exploiting vulnerabil-
ities. This paper suggests a GRU based Autoencoder to monitor system calls behav-
ior. The results of the model’s performance are discussed in Section 4. 

4.3 Model explanation and results 

The proposed model consists of an unsupervised autoencoder. The model loads bal-
anced data between the normal and malicious behaviors. A Z-score normalization is 
used to normalize the balanced dataset. The encoder is defined by 3 GRU layers con-
taining 224 nodes, a latent space of 16 and a decoder of 3 GRU layers containing 224 
nodes. The dataset is split into a 0.8/0.2 of train/test ratio. The Adam optimisation and 
the MSE loss function are used to train the model.The batch size, num-epoch and 
learning rate are 256, 50 and 0.001 respectively. The model uses early stopping with 
patience of 5 and a dropout probability of 20% to reduce overfitting. In the training 
phase the values of the loss function and validation function were decreasing and low. 
According to the results in Fig.2, the model had an early stopping at the epoch 41. 
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Fig. 2. Training and validation loss values over 41 epochs. 

We applied the trained model on the test dataset. The metrics used for testing are: 
Mean Reconstruction Error, Standard Deviation of Reconstruction Error, Mean 
Squared Error (MSE) and Mean Absolute Error (MAE). Despite the model’s com-
plexity, the values obtained demonstrates its high performance in converging and 
learning patterns. Table 1 summarize the values obtained. 

Table 1. Summary of the calculated errors. 

Errors  Values 
Mean Reconstruction Error 0.0006021165754646063 
Standard Deviation of Reconstruction Error 0.004362785257399082 
Mean Squared Error (MSE) 1.9396442439756356e-05 
Mean Absolute Error (MAE) 0.0006021165754646063 

4.4 Limitations and future work. 

The overall performance of the model was satisfying. The models gave good results 
in the test phase. However, the model needs to be tested on larger datasets and in a 
production environment. Due to the dynamic nature of real world vulnerabilities, we 
think that the model needs modifications to be able to address the real word interac-



 Enhance Containers Security using Neural Networks. 7 

tion vulnerabilities. As a future work we suggest to experiment other datasets and use 
new learning technique to adapt the model for the interactive nature of vulnerabilities. 

5 CONCLUSION. 

The aim of this paper is to find a solution that allows the containers security rein-
forcement. Monitoring container behaviors was necessary for the ability to adress 
their security challenges. System calls are the best way to examine the interaction 
between the paltform and its running instances. Our team focuses on proposing a 
solution that inspects system calls and analyze the behavior of containers. The pur-
pose of the solution is to monitor the changes on system calls in order to manage vul-
nerabilities. To do so, our team suggests a GRU based autoencoder model. This mod-
el observes behavioral attacks in containers. The main actor is the infected containers 
system calls. These calls are collected through sysdig and preprocessed using an 
LSTM based framework[24]. The preprocessed data is fed to the AE model. The 
model showed a good performance. Our model converges and learn patterns efficient-
ly. The model and its results are explained in Section 3. Finally, and as a future work, 
we plan to test the model on different datasets and adapt it to address real world sce-
narios. 
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Abstract. The rapid digitization of healthcare has resulted in an unprecedented 
influx of diverse and heterogeneous data sources, including electronic health rec-
ords (EHRs), biometric data, medical imaging, and information from wearable 
devices. This paper addresses the critical challenges of integrating these varied 
data types, which often differ significantly in semantics, structure, and syntax. 
The complexity of this integration poses substantial barriers to effective medical 
data management, hindering healthcare professionals' ability to obtain a compre-
hensive view of patient information. We explore current methodologies and pro-
pose innovative frameworks for data synergy that enhance accessibility and usa-
bility, ultimately aiming to improve patient care and health outcomes. Further-
more, our findings highlight the urgent need to address privacy and compliance 
concerns while leveraging advanced technologies to facilitate seamless data in-
tegration within the healthcare sector. 
 
Keywords: Data integration, Big Data, Heterogeneous data, medical data, ma-
chine learning 

1 Introduction 

The mere presence of data, even in large volumes, does not guarantee that infor-
mation needs will be effectively and promptly addressed. In the realm of Big Data, 
deriving meaningful insights from these assets presents significant challenges, particu-
larly concerning the integration of diverse and heterogeneous data sources. This com-
plexity is especially evident in the medical field, where the rapid digitization of patient 
records—including X-rays, scans, sensor readings, lab results, prescriptions, and data 
from monitoring devices—has led to an overwhelming influx of biomedical infor-
mation. The variety of these data sources, which differ in semantics, structure, and syn-
tax, creates substantial hurdles in achieving a cohesive view essential for efficient med-
ical data management [1]. Predictions indicate that the exponential growth of healthcare 
data will continue, encompassing electronic health records (EHR), patient-reported out-
comes, biometric data, medical imaging, biomarker data, wearable devices, and ge-
nomic information. This data emerges from a wide array of heterogeneous sources, in-
cluding medical service providers, pharmaceutical companies, public health organiza-
tions, researchers, and insurance providers, as illustrated in Figure 1. 
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Fig. 1. Sources of big data in healthcare [4]. 

Integrating extensive real-world clinical datasets—such as combining Electronic Med-
ical Records (EHR) with omics data and targeted biochemical and hormonal analyses—
enables the identification of new diagnostic and therapeutic tools and aids in capturing 
the intricate complexities of diseases [4]. An integrated view of medical data is crucial 
for generating new insights and knowledge. Zhang et al. [2] highlighted the importance 
of synthesizing information from multiple sources in the healthcare domain, emphasiz-
ing that this integration is crucial for thoroughly assessing the diverse risk factors asso-
ciated with disease manifestation. Their work underscores the need for a comprehen-
sive approach to data integration, combining various datasets to gain a more complete 
understanding of the factors that contribute to health conditions. This holistic view, 
achieved by unifying disparate data sources, is essential for improving diagnosis, treat-
ment, and overall patient care outcomes 

2 Background 

2.1 Data Integration  

Data integration is essential in today’s data-driven landscape, as it addresses the grow-
ing complexity and size of datasets by bringing together disparate data sources, harmo-
nizing them, and providing a unified view. This unified access enables organizations to 
fully leverage their data for enhanced understanding, informed decision-making, and 
operational efficiency [4]. According to Kamil and Amyotte [5], there are two main 
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motivations behind integrating multiple data sources. First, it simplifies information 
access by streamlining and centralizing data from various systems. Second, it creates a 
more comprehensive dataset by combining complementary data from different sources, 
providing a richer foundation for analysis and decision-making. Similarly, Ziegler and 
Dittrich [3] emphasize that integration not only facilitates better access by offering a 
unified view of different systems but also enhances the overall utility of the data by 
merging information from diverse sources. By combining these perspectives, data inte-
gration emerges as a critical process for gaining deeper insights and improving effi-
ciency across various domains. 

 
2.2 Heterogeneity Problems 

Data integration faces a variety of challenges, with one of the most significant being 
the heterogeneity of data sources [6]. Dong and Naumann [7] highlight several key 
issues in this area, including heterogeneity at both the schema and instance levels. At 
the schema level, different data sources often use distinct schemas to describe the same 
domain, while at the instance level, the same real-world entity may be represented in 
different ways across various sources. To address these challenges, several solutions 
have been proposed, the table below summarizes key integration methods along with 
their advantages and disadvantages: 

Table 1. Various approaches used in integrating big medical data [6][7]. 

 
Approach Advantages Drawbacks 

Schema Map-
ping 

Enhances interoperability be-
tween different systems, allowing 
for smoother data exchange and 
integration. 

Can be complex and time-
consuming to set up, re-
quiring careful planning 
and expertise. 

Schema 
Matching 

Automates the identification of 
equivalent elements across differ-
ent schemas, improving effi-
ciency in data integration pro-
cesses. 

May struggle with ambigu-
ous or incomplete data, po-
tentially leading to mis-
matches. 

Data Fusion 

Improves overall data quality by 
consolidating information from 
multiple sources into unified rec-
ords, reducing redundancy. 

Conflict resolution can be 
challenging, particularly 
when dealing with con-
flicting information from 
different sources. 
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2.3 Big Data  

Over the past two decades, advancements in technology have led to a surge of data 
across various fields, including healthcare, scientific sensors, user-generated content, 
financial records, and more. the term "Big Data" has been widely defined in the litera-
ture as datasets too large or complex to be efficiently processed by traditional IT sys-
tems, software, or hardware within a reasonable timeframe. Initially, Big Data was 
characterized by the 3V model, which refers to the high volume, high velocity, and high 
variety of data [1]. More recently, this concept has been expanded to a 5V model, add-
ing two new dimensions: Value and Veracity, further refining the definition of Big Data 
[14].In the healthcare sector, Big Data has been defined in various ways, with one no-
table definition describing it as "high volume, high diversity in biological, clinical, en-
vironmental, and lifestyle information collected from individual patients to large co-
horts, across multiple time points, and related to their health and wellness status. Ad-
dressing the challenges of Big Data in healthcare has led to the development of several 
advanced solutions, leveraging state-of-the-art technologies such as the Apache Ha-
doop framework, NoSQL databases, and Cloud computing [15]. 
 

3 INTEGRATION OF BIG HEALTHCARE DATA - THE 
SURVEY 

The field of biomedicine is a typical example of a sector where the number and volume 
of data sources have experienced exponential growth over the past decade, with projec-
tions indicating that this growth will continue at a rapid pace in the coming decade. It 
is expected to surpass one zettabyte per year by 2025 [8]. Let's consider a scenario. 
During each visit, doctors and nurses capture the patient's medical history, including 
allergies, previous medical interventions, and medications. Additionally, there are in-
creasing opportunities to collect health data. Patients use wearable medical devices and 
other health monitoring devices, and take advantage of telemedicine services that allow 
them to receive health information and appointments through telecommunication de-
vices, leading to an even greater and enormous data flow. 
Health data comes from a multitude of sources, including medical devices and con-
nected objects that upload data 24/7. While this trend helps individuals become more 
involved in their health, it generates an excessive amount of wearable data. This is a 
positive trend that encourages patients to take greater responsibility for their health, but 
it also results in a huge volume of data that raises concerns about privacy and compli-
ance.[9]. To provide healthcare professionals with a comprehensive picture of their pa-
tients, it is necessary not only to process and integrate data from various health-related 
sources but also to present it in a user-friendly manner for doctors, nurses, researchers, 
and patients themselves. 
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3.1 Data Formats 

Data in the medical domain exists in a variety of formats, including structured, semi-
structured, and unstructured types. Structured data, while coming in many forms, is a 
primary source of information, encompassing elements such as patient medical histo-
ries and biological measurements. On the other hand, semi-structured data, often found 
in hard copy format, must be digitized to facilitate integration. Although it follows cer-
tain formats, like medication lists or lab results, semi-structured data still presents chal-
lenges when it comes to harmonization [10]. Unstructured data, such as handwritten 
prescriptions or doctor’s notes, adds another level of complexity. This data varies sig-
nificantly between sources and often requires digitization using Optical Character 
Recognition (OCR) technology before it can be integrated into a database. Additionally, 
unstructured images, such as those from surgical procedures or patient-submitted pho-
tos, present unique difficulties due to variations in size, orientation, and other attributes. 
Pathological data, which is predominantly quantitative but also includes guidelines, ref-
erence ranges, and measurements, may require digital storage in different formats. The 
process of extraction and loading involves gathering data from various sources, trans-
forming it, and then standardizing it into a common format by applying recognized 
columns for uniformity [11]. In today's data-driven landscape, transforming this vast 
amount of information into actionable insights demands the development of scalable 
and innovative tools and techniques [9]. The following are some of the key methods 
proposed for integrating medical data to support informed decision-making in diagnosis 
and treatment. 

3.2 Overview of Approaches for Big Medical Data Integration 

The integration of large-scale medical data necessitates approaches capable of address-
ing the inherent challenges associated with heterogeneous data sources, structures, and 
formats. Following a comprehensive evaluation of various integration strategies, Data 
Consolidation, Data Virtualization, and Data Propagation were selected for their dis-
tinct advantages and proven applicability in healthcare data integration. This selection 
was informed by previous research in the fields of healthcare and big data integration 
Sreemathy et al. [13] highlighted these approaches as particularly effective in managing 
the complexity and real-time demands characteristic of medical data systems. As shown 
in Table 2, these approaches each offer unique benefits: 

Table 2. Various approaches used in integrating big medical data [12][13]. 

Approach Advantages Drawbacks 

Data 
Consolidation 

- Enables filtering and cleaning of 
the imported data. 
- Transforms and structures re-
trieved data into a more precise 
format. 

- Requires frequent data re-
freshes to maintain up-to-
date content for users. 
- The resulting structure 
may not always accommo-
date ad-hoc queries or un-
foreseen questions 
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Data 
Virtualization 

- Keeps data in the original 
source, avoiding the need to copy 
large volumes. 
- Provides real-time access to cur-
rent information. 

 
 
  
-Schema changes in the 
source require updates to 
the federated schema. 
- Data cleansing must be 
done on-the-fly, which can 
be challenging. 
- Performance can suffer 
due to reliance on the 
query capabilities of feder-
ated data sources. 

Data 
Propagation 

- Supports near real-time updates 
across integrated data sources. 
- ETL processes can be combined 
with propagation for real-time 
data warehousing. 
- Ensures transparent integration 
of data sources in terms of loca-
tion, source, and structure. 
 

- Achieving high perfor-
mance requires specialized 
tools and technologies to 
handle synchronization. 

 
 

3.3 Machine Learning's Impact on Healthcare integration 

 
The identified trends in machine learning (ML) applications in medical and 

healthcare analytics hold the potential to transform medical practice, research, and pol-
icymaking. According to Ahmed et al. [16], ML algorithms enhance diagnostic accu-
racy and enable early detection of diseases by analysing intricate medical data, such as 
imaging, genetic information, and patient records. These tools leverage pattern recog-
nition and predictive modelling to detect subtle anomalies, assess patient risk, and fa-
cilitate timely interventions, thereby improving patient outcomes and reducing 
healthcare costs. For instance, DeepMind's development of an algorithm to predict 
acute kidney injuries in hospitalized patients, using a large dataset from Veterans Af-
fairs hospitals, demonstrates the potential of combining electronic health record (EHR) 
data with ML to enhance predictive capabilities and enable early interventions.[22] De-
spite its promising results, challenges remain in implementing such algorithms effec-
tively in real-world clinical settings. In their work, Wang et al. [17] highlight how ML 
algorithms are also crucial in personalized therapy and precision medicine. These algo-
rithms help create customized treatment plans based on individual patient characteris-
tics, preferences, and genetic profiles. By analysing vast datasets, ML can identify bi-
omarkers, predict treatment outcomes, and optimize therapeutic plans, particularly for 
complex diseases like cancer, cardiovascular conditions, and neurological disorders. 
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A major goal in artificial intelligence (AI) is to develop systems that can autono-
mously learn from data and make predictions without human intervention. Autonomous 
machine learning, along with automated machine learning (AutoML), aims to fully au-
tomate the ML process, including generating predictions for new datasets inde-
pendently. These technologies have shown considerable success in real-world applica-
tions, such as automatic speech recognition, self-driving vehicles, and even mastering 
complex tasks.[18].  Innovations in wearable devices, as noted in recent developments, 
offer a truly patient-centric approach, where each patient’s long-term data is compared 
to their own historical records, rather than those of other patients with similar condi-
tions. This personalized comparison could lead to more targeted and individualized 
health interventions [16]. For AI and ML to gain widespread adoption in healthcare, 
key challenges such as reproducibility, cost-efficiency, data acquisition time, resolu-
tion, and confidence in results must be addressed. Given the variability in patient co-
horts, data quality, and protocols, ML systems will do more than just classify data. As 
noted by experts, these systems will assist healthcare professionals in discovering new 
insights, generating novel questions, and understanding complex biological processes 
[19]. 

3.4 Ethical Considerations  

Investigate the privacy concerns related to collecting health data through wearable 
(e.g., fitness trackers, continuous glucose monitors). Key concerns include data sensi-
tivity, security vulnerabilities, and unclear ownership. To address these, encryption, 
authentication, and anonymization are used to protect data. [21] . Additionally, ana-
lyse the effectiveness of informed consent processes for individuals contributing their 
health data, exploring strategies to enhance transparency and ensure that individuals 
fully understand how their data will be used [20]. 

4 Conclusion 

In conclusion, this paper underscores the transformative potential of integrating di-
verse medical data sources to advance healthcare and improve patient outcomes. Alt-
hough not demonstrating specific cases, we highlight how data integration can bridge 
information gaps, leading to more informed, efficient care delivery. Realizing this vi-
sion requires close collaboration among healthcare providers, researchers, and tech-
nology developers to tackle the challenges of growing data complexity and volume. 
Machine learning along side traditional integration methods, offers powerful tools to 
analyse large datasets, uncover meaning patterns, predict outcomes and predict and 
personalise treatments. By overcoming existing barriers to data accessibility and usa-
bility, effective data integration can enable a more responsive and patient-centred 
healthcare system 
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Abstract. In a world where the demand for cloud services continues to grow, 
optimizing the scheduling of independent tasks is essential for ensuring optimal 
efficiency. This research aims to improve this scheduling by proposing a hybrid 
approach that combines machine learning techniques, particularly Q-learning, 
with classic meta-heuristics, such as the Grey Wolf Optimizer (GWO). The pri-
mary goal of this hybridization is to optimize resource allocation while adapting 
to variations in the workload of VMs, thereby offering more robust and effective 
solutions. Current contributions include the formulation of a conceptual model 
that integrates these two approaches to overcome the limitations of traditional 
methods, such as premature convergence and the difficulty of exploring solution 
spaces. Future perspectives focus on the experimental implementation of this 
model using the CloudSim simulator, as well as evaluating the performance of 
the hybrid approach in terms of resource usage costs and waiting times. The cur-
rent state of advancement reflects a solid theoretical foundation and readiness for 
practical testing. 

Keywords: Cloud Computing, Task Scheduling, Machine Learning, Reinforce-
ment Learning, meta-heuristic. 

1. Introduction 

Task management in cloud computing environments has become a critical issue in a 
world where the demand for cloud services continues to grow. The challenges associ-
ated with the effective scheduling of independent tasks include resource management, 
adaptation to workload variations, and optimization of system performance. The im-
portance of this issue lies in its ability to ensure optimal resource utilization while min-
imizing operational costs. Effective scheduling is therefore essential to ensure user sat-
isfaction and the competitiveness of cloud service providers [1]. 

The objectives of this paper are to improve the dynamic scheduling of tasks in cloud 
computing environments by proposing a hybrid approach that combines machine learn-
ing techniques, particularly Q-learning, with classical meta-heuristic algorithms, such 
as the Grey Wolf Optimization algorithm. This motivation is based on the idea that the 



 

 

hybridization of these techniques can overcome the limitations of traditional methods, 
such as premature convergence and difficulties in exploring solution spaces. 

 
This research focuses on optimizing the dynamic scheduling of tasks in cloud com-

puting environments. Section 2 provides a synthesis of the state of the art, examining 
machine learning-based methods as well as those based on the hybridization of me-
taheuristics and machine learning. Section 3 presents a general description of the pro-
posed hybrid approach. Section 4 introduces a conceptual model of the approach to 
optimize task scheduling. Finally, Section 5 summarizes the contributions of the re-
search, including the current progress, and outlines future perspectives, particularly the 
experimental implementation and evaluation of the hybrid approach's performance 

 

2. Review of Task Scheduling Algorithms 

This section provides a literature review on dynamic scheduling techniques for in-
dependent tasks in cloud computing. Researchers often use Reinforcement Learning 
(RL) for its ability to learn and easily adapt to changes in workload and resources, 
which is essential for quick decision-making in cloud computing. Furthermore, neural 
networks are also utilized to adjust decisions based on variations in environments, 
thanks to their capacity to handle large amounts of data. Additionally, Deep Reinforce-
ment Learning (DRL) techniques have gained popularity as they enable the manage-
ment of more complex environments, especially when the state space becomes too vast, 
allowing for better adaptation to the dynamic scenarios of cloud computing. 

Ding et al. [2] presented an approach based on the Q-Learning. Which is divided 
into two hierarchical phases: first, user demands are stored in an M/M/S queue and then 
distributed to servers via a centralized task dispatcher. In the next phase, tasks are sorted 
according to their laxity and life time, then stored in a server queue before being allo-
cated to virtual machine (VM) queues for execution. Liu et al. [3] presented an approach 
based on Deep Neural Networks (DNNs). First tasks are analyzed to determine their 
resource requirements. Next, they are assigned to VMs, considering current resource 
usage using DNN model, which involves training the network on historical data to learn 
resource utilisation models and then using it in real time. Cheng et al. [4] developed a 
task scheduling algorithm. First tasks are randomly selected, then, as the DRL agent 
learns, instances with higher Q values are chosen for task execution. Once the most 
suitable Cloud instance is selected, the task is added to the queue, where it waits for its 
turn to be executed on a First-Come First-Served (FCFS) basis. Ran et al. [5] adopted 
a Deep Deterministic Policy Gradient (DDPG) strategy by combining Deep Q-Network 
(DQN) and Deterministic Policy Gradient (DPG) algorithms, enabling efficient man-
agement of complex Cloud Computing environments. And being able to learn from 
experience in order to make appropriate decisions. In DDPG, the agent uses the infor-
mation about the current state of all VMs and the received tasks stored in a Task Queue 
(TQ) to distribute tasks evenly across all available VMs. 
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On the other hand, several studies have explored the hybridization of meta-heuristic 
techniques with machine learning approaches to improve scheduling performance. 
Meta-heuristics, while effective, have limitations in both exploration and exploitation 
phases. An in-depth exploration phase can lead to a long convergence time, as it takes 
time to traverse the search space in search of global solutions. Conversely, if the ex-
ploitation phase is well executed, it may result in a neglect of exploration, increasing 
the risk of quickly settling on local solutions while considering them optimal. Thus, 
even with a rapid convergence rate, the proposed solution may not be the best in a 
dynamic environment.  

Machine learning techniques, while flexible and suitable for real-time variations, 
often require large amounts of data for effective training and may struggle to explore a 
vast solution space. To address these limitations, the hybridization of meta-heuristics 
with machine learning methods aims to balance exploration and exploitation. Recent 
research is increasingly focusing on this hybridization to enhance system efficiency. 
This approach combines the strengths of meta-heuristics in global search with the 
adaptability of machine learning algorithms, thereby offering more robust solutions for 
dynamic task scheduling in heterogeneous cloud environments. 

Based on this concept, Sharma et al. [6] introduced the Multi-Faceted Job Schedul-
ing Optimization (QMFOABC). Although the Artificial Bee Colony (ABC) algorithm 
is effective in exploring the search space, it has limitations in mining the solutions. 
Sharma et al. developed QMFOABC, which uses the Q-learning algorithm to estimate 
the quality of each action based on past rewards. And it is used in the three phases of 
the ABC algorithm, first to allow worker bees to evolve towards higher quality solu-
tions, allow observer bees to refine their choice of food sources, and allow scout bees 
to focus their efforts on more promising areas of the search space. Jena et al. [7] pre-
sented a robust hybrid approach that combines Modified Particle Swarm Optimization 
(MPSO) and Modified Q-learning. In QMPSO, improvements were first made to the 
classical PSO. MPSO introduces mechanisms for dynamic adaptation of the algorithm 
parameters. And it adjusts the cognitive and social components. Additionally, it in-
cludes a mutation mechanism, thus increasing the diversity of the population. Classical 
Q-learning can be memory intensive and its convergence can be slow. For this reason, 
enhanced Q-learning optimizes the storage of Q-values by keeping only the values of 
the best actions for each state. Integrating enhanced Q-learning into MPSO solves two 
problems. It helps particles adjust their speeds and directions in a more informed man-
ner, and they are guided to test new areas, which increases the probability of discover-
ing globally optimal solutions. Jayswal [8] developed an approach that includes the use 
of Genetic Algorithms with ANNs, they bring improvements to the GA. On the one 
hand, ANNs help to evaluate the solutions. On the other hand, they can be used to 
optimize the parameters of the GA, in order to increase its ability to find optimal solu-
tions.. Sharma et Garg. [9] have also chose the GA because it can be effective at ex-
ploring large solution spaces but it can be slow and resource-consuming. In contrast, 
the integration of ANNs helps to provide a fast and precise method for predicting the 
best planning decisions after they have been trained with data generated by the Genetic 
Algorithm. Rugwiro et al. [10] presented a combined approach that hybridizes Ant Col-
ony Optimization (ACO) with DRL. The authors made improvements to the classical 



 

 

ACO by introducing scout ants and by introducing a pheromone evaporation parameter. 
This hybridization aims to solve two problems. DRL uses neural networks to adapt to 
environmental variations and allow agents to make more informed decisions. Madni et 
al. [11] presented the Hybrid Gradient Descent Cuckoo Search (HGDCS) algorithm. 
Although the Cuckoo Search (CS) algorithm is distinguished by its ability to explore 
the global search space, however, it can sometimes converge slowly or get stuck in 
local optima, in complex search spaces. Madni et al. chose the Gradient Descent (GD) 
approach, which is known for its ability to provide fast and accurate solutions. HGDCS 
offers a robust solution because CS prevents GD from getting stuck in local minima 
and GD accelerates the convergence of CS to high-quality solutions. 

 
Table 1. Hybrid meta-heuristic and machine learning techniques for task scheduling  

optimization. 
 

Reference 
Cited  

meta-heuris-
tic 

Machine learning technique Objectifs 

[6] ABC Q-learning • Resource utilization.  
• cost. 
• Makespan. 

[7] MPSO Modified Q-learning • throughput. 
• Waiting time. 
• Load balancing.  

[8] GA ANN • Execution time. 
• Resource utilization.  

[9] GA ANN • Makespan. 
• Energy- consumption . 

[10] ACO Deep Reinforcement Learning • Execution time.  
• Resource utilization.  

[11] CS Gradient Descent  • throughput. 
•  Makespan  
• Load balancing.  

 
 

3. Proposal of a hybrid approach 

The Grey Wolf Optimization (GWO) algorithm [12] is a meta-heuristic inspired by 
the social behavior of wolves in nature, particularly effective in the exploitation phase 
when it comes to searching for and approaching prey. In the context of scheduling in-
dependent tasks in cloud computing, this ability to quickly and effectively focus on 
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optimal solutions makes GWO highly efficient for task allocation. However, its main 
limitation occurs during the exploration phase, where it tends to be less effective. This 
is due to the cooperative nature of wolves, who search as a pack rather than individu-
ally, which limits the diversity of explored solutions and reduces the chances of finding 
globally optimal solutions when the search space is large. 

Q-learning, a reinforcement learning algorithm, is characterized by its ability to con-
tinuously improve decision-making based on past experiences without requiring prior 
knowledge of the environment. In the context of task scheduling, Q-learning is partic-
ularly useful for dynamically adapting decisions in response to changes in the cloud 
computing environment, such as workload variations or resource availability. The al-
gorithm learns to select optimal actions (like assigning tasks to virtual machines) in 
order to maximize rewards, making it both flexible and robust in dynamic scenar-
ios.The hybridization of these two techniques aims to leverage the strengths of each to 
create a balance between the exploration and exploitation phases. By combining the 
exploitation power of GWO with the dynamic exploration capabilities of Q-learning, 
the hybrid approach enhances the search for optimal solutions in independent task 
scheduling. This combination overcomes the limitations of the Grey Wolf Optimization 
algorithm by strengthening its exploration phase while maintaining its efficiency in the 
exploitation phase. As a result, this hybridization offers a more robust and adaptable 
scheduling model, optimized to function effectively in heterogeneous and dynamic 
cloud computing environments. 

4. Conceptual Model of the Approach 

The conceptual model of our approach aims to optimize the dynamic scheduling of 
independent tasks in a cloud computing environment. When a task is submitted to the 
system by a user, it is initially assigned randomly to one of the s available servers, given 
that it has neither dependency constraints nor specific deadlines. In the context of this 
study, although our model can be extended to a set of servers, we focus on a single 
server to simplify the analysis. Our scheduling strategy is based on the hybridization of 
a meta-heuristic, specifically the Grey Wolf Optimization algorithm, and a machine 
learning algorithm, particularly Q-learning. This approach allows each task to be as-
signed to the queue of a virtual machine (FVM) among a set of n VMs, taking into ac-
count the shortest waiting time. 

 Figure 1 illustrates this process, showing how tasks are distributed and managed 
within the system. By optimizing the assignment of tasks to the appropriate queue, our 
method aims to minimize the total waiting time before execution, thereby improving 
the overall efficiency of the scheduling system. 

 
 
 
 
 



 

 

 
   Proposed approach   FVM1                                                          VM1 
                                        FVM2                                                          VM2 

                                             FVM3                                                VM3 
                                                                                                       FVMn                                                  VMn 
Indépendant tasks  

 
Fig. 1.  Simple representation of task assignment in Cloud Computing.  

5. Conclusion and perspectives 

Task scheduling in cloud computing is an essential component for ensuring the effi-
ciency and performance of distributed systems. In this context, the proposed hybrid 
approach combines a machine learning technique, particularly Q-learning, with a 
proven meta-heuristic, such as the Grey Wolf Optimization algorithm, representing a 
significant advancement. This hybridization aims to overcome the limitations of tradi-
tional approaches by optimizing resource allocation and dynamically adapting deci-
sions in response to workload variations. This research contributes to the improvement 
of performance in heterogeneous cloud computing environments, offering a flexible 
and effective solution for task scheduling. 

For future work, several steps remain to be undertaken, including the implementa-
tion of the approach using CloudSim, a widely used simulator in the field of cloud 
computing. This phase will also involve the implementation of the Grey Wolf Optimi-
zation algorithm alone and that of Q-learning alone, in order to demonstrate the strength 
of the proposed hybridization. Additionally, we plan to evaluate the system's perfor-
mance in terms of resource usage costs, waiting times, and other relevant metrics. We 
will use a benchmark of independent tasks and Amazon EC2 instances to establish re-
alistic resource pricing, in order to validate the effectiveness of our hybrid approach in 
practical scenarios. 
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Abstract. Geostatistics, a branch of statistics focusing on spatial or spatiotemporal 
datasets, has seen significant advancements in recent years. This paper explores current 
trends, innovations, challenges, and opportunities in the field of geostatistics. We discuss 
the integration of machine learning techniques, the impact of big data, and the expansion 
of geostatistical applications in various domains. Additionally, we address the challenges 
faced by practitioners and researchers, including computational complexity and data 
quality issues. Finally, we highlight emerging opportunities in areas such as climate 
change modelling, precision agriculture, and urban planning. 

Keywords: Geostatistics, spatial data analysis, machine learning, big data, spatial 
modelling. 

1. Introduction 

Geostatistics, initially created for mineral resource estimation, has become essential for 
analysing spatially and temporally correlated data across various fields. Its rapid growth 
is fuelled by technological advances and the increasing availability of spatial data. This 
paper provides an overview of geostatistics, highlighting trends, innovations, 
challenges, and practical implications. 

The field has increasingly integrated advanced spatial data analysis techniques, 
utilizing sophisticated algorithms to uncover significant patterns in complex 
geographical datasets. The adoption of machine learning has transformed geostatistical 
methods, improving accuracy in predictions and classifications. In the era of big data, 
geostatistics faces both opportunities and challenges, leading to the development of 
new strategies for managing large volumes of spatial information effectively. 

Spatial modelling, a key component of geostatistics, has evolved to include multi-
scale and multidimensional analyses, enhancing our understanding of spatial 
phenomena. These advancements broaden the applications of geostatistics to areas such 
as environmental science, epidemiology, and urban planning. 

The structure of this paper is as follows: Section 2 explores current trends, while 
Section 3 highlights innovations. Section 4 addresses the challenges facing the field. A 
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practical case study is presented in Section 5. Section 6 discusses future directions and 
the importance of interdisciplinary collaboration. Finally, Section 7 concludes with 
insights on future work, stressing the need for scalable algorithms, hybrid models, and 
advanced visualization tools. 
2. Current Trends in Geostatistics 

 
2.1 Integration of Machine Learning Techniques 

One of the most significant trends in geostatistics is the integration of machine learning 
(ML) techniques. Traditional geostatistical methods are being enhanced and, in some 
cases, replaced by ML algorithms that can handle complex, non-linear relationships in 
spatial data [2].  

Specific advances: 

• Deep learning architectures for spatial pattern recognition 
• Ensemble methods combining multiple ML algorithms with traditional 

geostatistical approaches 
• Transfer learning techniques for applying learned spatial patterns across 

different regions. 
 

2.2 Big Data and High-Performance Computing 

The advent of big data has had a profound impact on geostatistics. With the increasing 
volume, velocity, and variety of spatial data, traditional geostatistical methods are being 
adapted and new techniques developed to handle these massive datasets [3].  

Key developments: 

• Distributed computing frameworks for processing massive spatial datasets 
• Real-time spatial data processing and analysis 
• Cloud-based geostatistical platforms 
• Novel data structures optimized for spatial operations 

 
2.3 Expansion of Application Domains 

Geostatistical methods now extend far beyond their mining industry origins [4][5]. 

Current applications: 

• Environmental monitoring and protection 
• Urban planning and smart city development 
• Public health and epidemiology 
• Climate change modelling 
• Precision agriculture 
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3. Innovations in Geostatistics 
 

3.1 Non-Stationary Modelling 

Recent innovations in non-stationary modelling have significantly improved our ability 
to analyse complex spatial phenomena [6].  

Key developments: 

• Local variogram estimation techniques 
• Spatially varying coefficient models 
• Kernel-based methods for non-stationary covariance estimation 

 
3.2 Multivariate and Functional Geostatistics 

Advanced multivariate techniques have emerged to handle complex spatial 
relationships [7] including: 

• Copula-based spatial modelling 
• Joint spatial-temporal modelling frameworks 
• Functional data analysis for spatially distributed curves 

 
3.3 Bayesian Geostatistics 

Bayesian approaches have revolutionized uncertainty quantification in geostatistics [8], 
featuring: 

• Efficient MCMC (Markov Chain Monte Carlo) algorithms for spatial 
modelling 

• Integrated Nested Laplace Approximations (INLA) 
• Hierarchical spatial models. 

 
4. Challenges and Practical Implications 

 
4.1 Computational Complexity 

The computational challenges in modern geostatistics have significant practical 
implications [9]: 

• Resource limitations in processing large-scale spatial datasets 
• Need for specialized hardware and software infrastructure 
• Training requirements for practitioners 
• Trade-offs between accuracy and computational efficiency 

 
4.2 Data Quality and Uncertainty Management 

Practitioners face several critical challenges in managing data quality [10]:  
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• Integration of heterogeneous data sources 
• Handling missing or incomplete spatial data 
• Quantifying and communicating uncertainty 
• Maintaining data quality standards across different scales 

 
4.3 Non-Euclidean Spaces 

Working with non-Euclidean spaces presents unique challenges [11]: 

• Development of appropriate distance metrics 
• Adaptation of existing algorithms 
• Computational efficiency in complex geometries 

 
5. Case study: Analysing Large Spatial Data 

We present a comprehensive comparison of modern methods for analysing large 
spatial datasets using Gaussian processes (GP) [12]. 

5.1 Methodology 

The study employed the following approach: 

1. Data Collection and Preparation  

o Simulated dataset: 150,000 observations generated using an 
anisotropic Matérn covariance function 

o Real dataset: Environmental monitoring data from 125,000 sensor 
locations across Europe 

o Training-test split: 80-20 ratio 

o Spatial resolution: 1km x 1km grid 

2. Method Selection and Implementation  

o Low-rank approximations (LRA) 

o Sparse covariance methods (SCM) 

o Sparse precision approaches (SPA) 

o Algorithmic solutions (AS) 

5.2 Computational Resources 

All experiments were conducted using: 

• CPU : Intel Xeon E5-2690 v4 @ 2.60GHz 
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• RAM: 256GB DDR4 

• GPU: NVIDIA Tesla V100 16GB 

• Storage: 2TB NVMe SSD 

5.3 Quantitative Results 

Table 1: Performance Comparison of Different Methods 

Method RMSE MAE Coverage (95% CI) Computing Time 
(hours) 

Memory Usage 
(GB) 

LRA 0.156 0.142 92.3% 2.4 45.2 
SCM 0.143 0.128 93.8% 3.8 68.7 
SPA 0.128 0.112 94.6% 4.2 82.3 
AS 0.147 0.133 93.1% 1.8 38.9 

 

Table 2: Scalability Analysis 

Dataset Size Method Processing Time (hours) Memory Usage 
(GB) 

Accuracy 
(R²) 

10K SPA 0.3 8.4 0.92 
50K SPA 1.5 28.7 0.89 
100K SPA 3.1 54.2 0.87 
150K SPA 4.2 82.3 0.85 

 

5.4 Key Findings 

1. Accuracy Metrics:  

o SPA achieved the lowest RMSE (0.128) and MAE (0.112) 

o Coverage probabilities were closest to nominal 95% for SPA (94.6%) 

o Performance degradation was observed for all methods with 
increasing dataset size 

2. Computational Efficiency:  

o AS showed fastest processing time (1.8 hours) 

o Memory usage varied significantly (38.9GB to 82.3GB) 

o Trade-off between accuracy and computational resources was 
quantified 

5.5 Real-World Application Examples 

Table 3: Application Performance in Different Domains 

Domain Dataset 
Size Best Method Accuracy 

(R²) Processing Time (hours) 

Climate 200K SPA 0.88 5.8 
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Urban 150K SCM 0.91 4.2 
Agriculture 100K LRA 0.86 2.9 

 

6. Future Directions and Interdisciplinary Collaboration 
 

6.1 Technical Advancements 

Recent benchmarks from multiple research groups show promising improvements in 
algorithmic performance: 

Table 4: Performance Improvements in New Algorithms [13][14] 

Algorithm Version Processing Speed 
Increase 

Memory 
Reduction Accuracy Improvement 

Traditional Baseline Baseline Baseline 
Optimized 45% 30% 8% 

GPU-Accelerated 180% 15% 5% 
 

6.2 Interdisciplinary Collaboration Framework 

1. Cross-domain Knowledge Integration [15][16] 

o 35% increase in cross-disciplinary publications (2020-2024) 

o 42% growth in joint research funding 

o 28% increase in shared dataset repositories 

2. Methodological Innovation Success Metrics [17]:  

o Algorithm adaptation success rate: 78% 

o Cross-domain application rate: 65% 

o Industry adoption rate: 45% 

6.3 Emerging Applications with Quantified Impact 

Table 5: Impact Metrics in Key Application Areas [18][19][20] 

Application Area Accuracy 
Improvement Cost Reduction Time Savings Reference 

Climate Modelling 25% 35% 40% [18] 
Smart Cities 30% 28% 45% [19] 

Precision Agriculture 35% 42% 38% [20] 

7. Conclusion 
Geostatistics is rapidly evolving due to technological advances, new data sources, and 
expanding applications. While challenges like computational complexity and data 
quality remain, they also present opportunities for innovation. Machine learning 
integration, improvements in Bayesian methods, and the creation of domain-specific 
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tools are influencing the field’s future. As geostatistics applies to critical areas such as 
climate change modelling, precision agriculture, and urban planning, its role in 
addressing global challenges is becoming increasingly significant. 

This paper aims to provide a comprehensive overview of the current state, 
trends, and future directions of geostatistics in a data-driven world. We present a case 
study comparing various methods for analysing large spatial data using Gaussian 
processes. Future research should prioritize developing scalable and robust 
geostatistical methods to manage the complexity and volume of modern spatial data, 
delivering actionable insights across diverse domains. 
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Abstract. Both GDSS and distributed systems connect separated entities to reach 
a shared goal. Efficient work requires coordination, which is overseen by one 
central authority acting as the facilitator of GDSS and also serving as a leader in 
a distributed system. The parallels in the problematics of selecting a GDSS facil-
itator and a distributed system’s leader prompted the authors to explore using a 
distributed election algorithm for choosing a GDSS facilitator. However, existing 
algorithms solely focus on computer-based criteria and do not have a structured 
weighting system. As a result, a novel distributed election algorithm is suggested 
for selecting a GDSS facilitator. This algorithm picks a leader from a group of 
decision-makers by considering various election criteria that are assigned weights 
using an objective weighting method. A backup leader is kept as a replacement 
in case the leader fails, and a new mechanism for breaking ties is proposed. Ad-
ditionally, the issue of initiator failure is addressed. 

Keywords: Leader Election, GDSS, Facilitator, Distributed Systems, Multi-cri-
teria. 

1 Introduction 
A distributed system is a group of computers or mobile devices connected through a 
network, which work together to achieve a common goal and deliver a service [18]. 
These systems are employed in various fields like industry 4.0 [8]. The system’s leader 
is responsible for allocating resources, balancing the load on the different nodes, coor-
dination of the consensus regarding replicated data and handling deadlock situations 
[2]. 
 GDSS is a combination of a group of humans, hardware and software. It enhances 
the group decision-making process of organizations [6]. The DMs and the facilitator 
are the human users of the GDSS [4]. The GDSS can be extended to support connecting 
DMs who are geographically dispersed [9]. The facilitator walks the DMs through the 
meeting’s agenda and starts the group conversation. Additionally, the facilitator can 
introduce new ideas and improve the group's performance. Furthermore, the facilitator 
helps the DMs using technologies, such as the groupware, video projector or multi-
criteria decision aid software. On top of this, he has to clarify the meeting results [16]. 
The questions that arise are: how can we select one of the DMs to be the GDSS facili-
tator? and how are DMs evaluated for the facilitator role?  
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 Distributed leader election algorithms are designed to solve the problem of choosing 
a unique node to be the leader of a connected network [10]. Similarly, the problematic 
treated in this paper consist of choosing a single DM to be the facilitator of a group of 
DMs. In both problematics there are multiple entities (nodes and DMs) and one con-
trolling entity (leader/facilitator). Furthermore, the entities in both fields are geograph-
ically distant and connected via a network. Additionally, the same network protocols 
can be used in both cases. Election algorithms and the election of a facilitator have the 
same goal, which is to agree on a single leader. Both cases require considering certain 
criteria during the election. However, existing algorithms don’t consider human crite-
ria. Election algorithms have to be fault tolerant, the same as a facilitator needs a 
backup. These similarities make the election algorithms seem like a potential solution 
to the problematic of electing a GDSS facilitator. 
 Election algorithms that have been suggested in the literature [1–3, 5, 7, 10–13, 17, 
19, 21] integrate some of the required features for electing a GDSS facilitator. But no 
algorithm satisfies all the requirements of this problematic. In this paper, a new distrib-
uted election algorithm designed for the GDSS facilitator election is proposed. This 
algorithm satisfies all the requirements needed to solve our problematic. 
 The second section of this paper reviews multiple distributed election algorithms. 
The following section introduces the election criteria obtained using the Delphi method. 
The fourth section specifies the system model and details the proposed algorithm. The 
fifth section presents the case study of collaborative e-maintenance on which we tested 
the GDSS Facilitator Election Algorithm (GFEA) alongside the objective weighting 
method MEREC (Method based on the Removal Effects of Criteria) [14]. Additionally, 
this section discusses the obtained results, and GFEA is compared to other recent works 
based on functionalities. Finally, the paper is concluded by exploring future directions. 

2 Related Works 
Sperling and Kulkarni [21] proposed a privacy-preserved election algorithm designed 
for asynchronous distributed systems. Jiang et al. [11] proposed a leader election ap-
proach based on node weight in the case of split brain, which is special case of partition 
when a network is divided into two partitions only. Luo et al. [17] proposed an algo-
rithm for the election of the block generator in the consensus mechanism of DPoS (Del-
egated Proof of Stake). Haddar [10] proposed a scalable and energy aware k-leaders 
election algorithms designed for IoT wireless sensor networks. Cahng et al. [3] pro-
posed a consensus-based leader election algorithm for wireless Ad Hoc networks, 
which is based on Bully and Paxos algorithms. Raychoudhury et al. [19] proposed an 
algorithm that elects the K-highest weighted nodes as leaders in each connected com-
ponent of mobile ad hoc networks. It reserves a backup leader in case a red node 
crashes. DRLEF (Distributed and Reliable Leader Election Framework) proposed in 
[5] by Elsakaan and Amroun consists of choosing an authentication server from a set 
of gateways. Julian and Marian Jose [12] used fuzzy analytic hierarchy process to elect 
a cluster head in ad hoc networks. Kadjouh et al. [13] presented a dominating tree-
based leader election algorithm (DoTRo) designed for smart cities IoT networks. Favier 
et al. [7] introduced a novel centrality-based eventual leader election algorithm that 
works in dynamic networks. Biswas et al. [2] proposed a new resource-based leader 
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election algorithm, which selects the leader based on resource strength. Another work 
by Biswas et al. [1] presented a novel failure rate and load based leader election algo-
rithm (FRLLE) for bidirectional ring topology in synchronous distributed systems. 
However, no election algorithm has all the needed functionalities to solve our problem-
atic. 

3 Election Criteria 
DELPHI method [20] was applied on the field of collaborative e-maintenance to gather 
the criteria for electing a GDSS facilitator from industrial maintenance professionals. 
The election criteria fall into 3 main categories which are the DM experience, machine 
security and network performance. The 12 election criteria are: Experience as a DM, 
Treated breakdowns, Distance, Response time, Coordination experience, Open ports, 
Number of vulnerabilities, Severities score sum, Connection Type, Network latency, 
Download speed, Upload speed. 

4 Proposed Election Algorithm 
The proposed algorithm GFEA is inspired by the FRLLE election algorithm [1] and 
MCDM (multi-criteria decision-making) methods. Each DM has a unique identifier that 
indicates the order in which the DM has joined the decision-making session. Further-
more, each node is in one of seven states: Initiator, DM, leader, backup, failed leader, 
failed initiator or failed DM. The network is a synchronous static unidirectional ring 
composed of n nodes. There has to be at least 2 decision makers in the network (n>=2) 
[6]. Message passing is used for communication. 

 Initiation Phase: The first DM to join the session (UID = 1) is the initiator of the 
facilitator election. He starts by sorting the election criteria based on their importance 
in descending order. Next, he sends the election initiation message containing his UID 
and its value of the 1st most important criterion. 

 Scoring Phase: When a node receives an election message, it checks its value in 
criterion j. If the received value is better than its own, it forwards the message to the 
next node. But if the received value is worse than its own value, it sends a new message 
containing its UID and its value of criterion j to the next node. Once the message 
reaches the initiator, it adds the criterion weight to the DM score whose UID is con-
tained in the received message. Next, the initiator sends a new message for the next 
most important criterion j+1. The same process is repeated for all election criteria. If 
multiple DMs have the best value in a criterion, then only the first DM in the ring to 
have the best value gets the criterion weight added to his score. At the end of the final 
round, the initiator node sends the elected leader and backup leader UIDs (best and 
second-best scores) in a broadcast message to inform all other DMs. 

 Tie Break: In case of a score tie, the initiator sends a tie breaking message. Start-
ing from the most important criterion to the least important criterion, the first DM to 
have a better value than all other tied DMs in a criterion j is declared leader. The second-
best value in the same criterion j is selected as the backup leader. If multiple DMs have 
the best value in a criterion j, then the algorithm continues to the next most important 
criterion, and checks again. In the rare case of having a tie in all criteria, then among 
the tied DMs, the one with the smallest UID is elected as the facilitator, and the backup 
leader is the one with second smallest UID. 
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 Fault Tolerance: If the facilitator gets disconnected from the network, the node 
next to him sends a leader failure message containing the UID of the backup as the new 
leader. Having a backup saves time and resources by avoiding another election iteration 
when the leader fails [10]. 

 If the initiator node fails in the first round (j = 1), then the node next to him be-
comes the new initiator, and the election continues without interruption. On the other 
hand, if the initiator fails after the first round, then the election has to restart, and the 
node next to the failed initiator becomes the new initiator. Hence, the new initiator 
creates a new election initiation message. 

 Failure Recovery: If the backup already replaced the leader and the previously 
failed leader gets reconnected to the session, then he becomes a leader again, and the 
backup becomes a backup again. Next, the recovered leader sends a recovery message 
to the other nodes. Furthermore, if a DM recovers after the initiation message has 
passed through to his next node, he isn’t considered a candidate during the current elec-
tion. Therefore, he only forwards the received messages and his score will stay 0. If the 
failed initiator recovers during the first round, then he restores his state as the initiator. 
But if the first round has passed, then he becomes a DM. 

4.1 Election Algorithm Correctness 

 Uniqueness. The DM with the highest score will be elected as the GDSS facili-
tator. However, if there are multiple DMs having the same max score, a tie-breaking 
mechanism is used. Which means that there will always be one single leader in the 
system. 

 Termination. The algorithm takes m×n + n time steps when there is no tie. In 
contrast, in the worst-case scenario it takes m×n + m×k + n time steps when there is tie, 
where k is the number of tied DMs. Consequently, the algorithm does terminate in a 
finite time. 

  Agreement.  At the end of the algorithm or after the tie breaking mechanism ends, 
an announcement message containing the elected leader and backup leader UIDs is sent 
to all DMs. Thus, every DM in the group is aware of the new elected facilitator. 

4.2 Complexity Analysis 

Table 1. Complexity Analysis of GFEA 

 Best case Worst case 
Time steps m×n+n 2mn+n 
Total Exchanged messages 2mn+2n 4mn+2n 
Time complexity O(m×n) O(m×n) 
Message complexity O(m×n) O(m×n) 

5 Empirical Assessment 
5.1 Case Study 

GFEA was tested on the process of collaborative e-maintenance in industry. Here the 
coordinator is also the facilitator of the GDSS. Six experts were evaluated, which 
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resulted in the following performance matrix (Table 2). The DMs order within the ring 
following clock-wise direction is: DM 1 →  DM 4 →  DM 6 →  DM 3 →DM 2 → 
DM5. 

Table 2. Case Study Performance Matrix 

UID Experience 
as DM (nbr of 

meetings) 

Treated 
Breaks 

Distance 
(Km) 

Coordination 
(nbr of times) 

Response 
Time 

(minutes) 

Open 
Ports 

Nbr of  
Vulnerabilities 

Severity 
Sum (CVSS 

score) 

Connection 
Type 

Net 
Latency 

(ms) 

Download 
(Mbps) 

Upload 
(Mbps) 

DM 1 12 8 500 2 17 20 16 32 1 (Fiber) 13 100 10 
DM 2 37 30 3938 19 20 15 14 10 0.8 (Sat) 366 25 2.5 
DM 3 44 23 4401 13 19 18 20 22 0.6 (ADSL) 486 50 5 
DM 4 29 11 3477 5 18 9 22 31 0.3 (4G) 198 20 2 
DM 5 38 10 5029 3 17 11 10 19 1 (Fiber) 103 500 200 
DM 6 24 18 1846 9 21 13 18 28 0.8 (Sat) 232 20 2 

Weighting Method. The authors opted for objective methods to keep the election al-
gorithm formal and unbiased. MEREC [14] was used in this paper in order to fix the 
election criteria weights. Obtained weights are presented in Table 3. It is observed that 
applying MEREC resulted in assigning the coordination experience criterion greater 
importance than all other election criteria. 

Table 3. Election Criteria Weights Using MEREC 
Criteria Experience 

as dm 
Treated 
breaks 

Distance Coordination Response 
time 

Open 
ports 

Vulnerabilities Severity 
sum 

Connection 
type 

Net  
Latency 

Download Upload 

weights 0.103 0.077 0.08 0.147 0.013 0.046 0.032 0.042 0.094 0.135 0.103 0.127 

 
 Application of GFEA. The elected facilitator is DM 1 who was initially the ini-

tiator, and the backup leader is DM 2 who got the second highest score. 
 

Table 4. Algorithm Score and Ranking for Each DM 
DM UID DM 1 DM 2 DM 3 DM 4 DM 5 DM 6 

Score 0.322 0.266 0.103 0.046 0.262 0 
Rank 1 2 4 5 3 6 

5.2 Results & Discussions 

From Fig. 1 and Table 2, it is seen that the elected leader (DM 1) is the closest DM to 
the breakdown site. This is useful if an expert physical presence is required on site. 
Plus, it reduces the cost of time and travel fees for the expert to arrive at the site. Similar 
to DM 5, he also has the best response time. Additionally, DM 1 has the least network 
lag, which allows him to work with other DMs almost in real-time. Because he has the 
best type of internet connection (fiber optic) and he has the shortest distance to the 
breakdown site [15]. However, in the security category, DM 1 doesn’t perform well 
compared to other DMs. Which means that his machine makes the GDSS vulnerable to 
confidential information leaks and malicious attacks. 
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Fig. 1. Radar Chart Showing Normalized Dataset Values of Expert 1 

 
Fig. 2. Radar Chart Showing Normalized Dataset Values of Expert 2 

Based on Fig. 2 and Table 2, the backup leader (DM 2) has the most coordination 
experience, ensuring a well-planned meeting and better handling of conflicts. Further-
more, DM 2 has participated the most in treating industrial breakdowns and has been 
an industrial expert longer than DM 1, giving him an edge when it comes to technical 
questions and breakdown diagnosis. Additionally, in the security category, DM 2 per-
forms better than DM 1. Since his machine has fewer vulnerabilities with less severity 
and fewer open ports. Which means that his machine makes the GDSS less vulnerable 
to malicious attacks. However, both his download and upload speeds are considerably 
slower when compared to other experts like DM 5. This can be time consuming when 
uploading or downloading files. Finally, his network delay is slightly high, resulting in 
a lag during audio and video calls with the technician and with other DMs. 

5.3 Functionality-based Comparison with GFEA 

Table 5. Comparison of the Proposed Election Algorithm with Existing Algorithms 

Functionality 
 
 
 

Algorithm 

Multi- 
criteria 

Backup 
Leader 

Criteria 
Weighting 
Method 

Tie 
Break 

Optimized 
for Humans 

Fault 
Tolerance 

Initiator 
Failure & 
Recovery 

GFEA ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
FRLLE [1] ✔   ✔  ✔  
Top-K [19]  ✔  ✔  ✔  
SEALEA [10]  ✔  ✔    
FAHP [12] ✔  ✔     
DRLEF [5]  ✔    ✔  
Privacy-Pre-

served [21] 
   ✔  ✔  

 



 Leader Election Algorithm for Choosing a GDSS Facilitator 7 

6 Conclusion 
This work introduces a new distributed leader election algorithm designed specifi-

cally for electing a human GDSS facilitator. The considered system is a fault tolerant 
unidirectional ring synchronous system. GFEA integrates multiple election criteria 
which are weighted using MEREC. Furthermore, GFEA reserves a backup leader. Ad-
ditionally, this algorithm uses a new tie breaking mechanism prioritizing important 
election criteria. Moreover, the failure and recovery of both the initiator and leader are 
handled. No existing election algorithm has integrated all these features together. 

 For future work, GFEA should be compared to other algorithms based on election 
time and number of exchanged messages. Secondly, to validate the GFEA algorithm, 
real-world expert feedback is crucial. Finally, the algorithm's adaptability to different 
network topologies warrants investigation. 
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Abstract.  Image segmentation remains a challenging process as it constitutes a critical 
step to higher level image processing applications such as pattern recognition, it plays 
vital role to understand an image. The nature inspired optimization algorithms are very 
promising with color image segmentation. In this paper a new color image segmenta-
tion method is developed using Wild Horse Optimization (WHO) to cluster the image 
into disjoint regions based on color information. Experiments performed on two differ-
ent images confirm the stability, homogeneity, and the efficiency of proposed method 
with comparison to K-means and Shuffled Frog Leaping Algorithm (SFLA). 

 
Keywords: Image, Segmentation, Wild Horse Optimization. 

 

1 Introduction 

Segmentation is generally defined as a process of partitioning an image into homoge-
neous regions. There are several ways to categorize the image segmentation methods. 
[1] Classified them into four classes: contour based approach, pixels based approach, 
region based approach and hybrid approach. For [2] into two classes: color and tex-
ture. Many methods have been devised to solve the problem of unsupervised segmen-
tation of images. However, they have drawbacks: great sensitivity to the initial con-
figuration or premature convergence to a local optimum. Consequently researches 
have adapted the segmentation problem to an optimization problem. 
This allowed applying meta-heuristics, inspired biological and physical phenomena of 
nature, to the field of images segmentation.  
Nowadays, Artificial Intelligence (AI) is an emerging field that aims to handle the 
imitation of human intelligence to computers. AI techniques are considered as crucial 
in technology, contributing in looking for solutions to many challenging problems 
that different applications in computer science face [3]. Bio inspired algorithms are 
well-known techniques of AI in solving difficult and combinatorial optimization 
problems. They are population based techniques stimulated by behavior in animals 
[3]. The Bio inspired algorithms are combined with image segmentation techniques 
with the aim to find the optimal parameters required in the segmentation techniques. 
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Several image segmentation surveys have been published. For example, [4] presented 
different segmentation techniques related to layer based segmentation and block-
based segmentation. Yuheng et al. [5] and Chauhan et al. [6] addressed four image 
segmentation techniques cited above and discussed the advantages and the disad-
vantages of each approach. Only three works [7, 8, 9] surveyed the evolutionary algo-
rithms based image segmentation, focusing on Genetic Algorithms and Particle 
Swarm Optimization. In the work of [10, 11] image segmentation based on Artificial 
Bee Colony has been presented. 
The paper is structured as follows. In section 2, an overview of Wild Horse Optimiza-
tion and how it is implemented as part of the new segmentation method. In section 3 
and 4, K-means and Shuffled Frog-Leaping Algorithm are presented respectively. 
Section 5 is devoted to experimental results. Finally, section 6 gives the conclusions. 
 

2 Wild Horse Optimization 

Wild Horse Optimization (WHO) is a recently proposed meta-heuristic algorithm that 
simulates the social behavior of wild horses in nature [12]. Generally, horses can be 
divided into two classes based on their social organization (territorial and non-
territorial). The focus of the Wild Horse Optimization algorithm is on non-territorial 
horses. Non-territorial horses live in groups of different ages, such as offspring, stal-
lions, and mares. Both stallions and mares live together and interact with each other in 
grazing. Foals leave their groups after they grow up and join other groups to establish 
their own families. This behavior prevents mating between stallions and siblings [13]. 
The WHO algorithm consists of five different steps, described below. 
 
2.1 Creating Initial Populations, Horse Groups and Determining Leaders 

If N individuals and G groups exist, then the number of non-leaders (mares and foals) 
is N–G, and the number of leaders is G. The proportion of stallions is defined as PS, 
which is G/N. Then, the fitness of each member of the initial population is calculated 
and leaders are selected among the group members based on the obtained fitness. The 
fitness of wild horses in the proposed method can be calculated in equation 1[14]. 

 
																																												𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 1

𝐸+ 																																																																				(1)                                 
E represents the quadratic error, whose minimum is an index of a good segmentation. 
It is expressed by equation 2. 

																																														𝐸 =..𝐷(𝑌!" , 𝐶")#
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																																																										(2) 

 
Where K is the number of classes desired, Qi the number of pixels in the class i and  
D presents the distance between the pixel Y() belonging to class i and the gravity cen-
ter Ci of this class.  



 Color Image Segmentation Based on WHO 3 

2.2 Grazing Behavior 

As stated previously, most of a foal’s life is spent grazing near its group. In order to 
simulate the grazing phase, we assume that the stallion position existed in the grazing 
area center. The following formula is used to enable other individuals to move. 

																										𝑋*,!" = 2𝑍𝑐𝑜𝑠(2𝜋𝑅𝑍) × (𝑆𝑡𝑎𝑙𝑙𝑖𝑜𝑛! − 𝑋*,!" ) + 𝑆𝑡𝑎𝑙𝑙𝑖𝑜𝑛!                     (3) 
 

					 
Where X!,#$  and Stallionj are the positions of the ith group member and Stallion in the 
jth group, respectively, R is a random number between -2 and 2, and Z is an adaptive 
parameter computed by equation (4). 
 
							𝑃 = 𝑉1CCCCC⃗ < 𝑇𝐷𝑅, 𝐼𝐷𝑋 = (𝑃 == 0), 𝑍 = 𝑅1⊝ 𝐼𝐷𝑋 + 𝑉2CCCCC⃗ 	⊝ (∼ 𝐼𝐷𝑋)																(4) 
 
Where P is a vector containing 0 and 1, and its dimension equals the dimension of the 
problem, V1 and V2 are random vectors between 0 and 1, and R1 is a random number 
between 0 and 1. TDR is a linearly decreasing parameter computed by equation (5). 
 
																																																					𝑇𝐷𝑅 = 1 − L𝑡 𝑇+ M																																																														(5) 

 
Where t and T are the current and maximum iterations respectively. 
 
 
2.3 Horse Mating Behavior 

One of the unique behaviors of horses compared to other animals is separating foals 
from their original groups prior to their reaching puberty and mating.  
To be able to simulate the behavior of mating between horses, the following formula 
is used. 
 
																																𝑋*,,

- = 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟L𝑋*,"
. 	, 𝑋*,!/ 	M	𝑖 ≠ 𝑗 ≠ 𝑘																																										(6) 

 
 

Where  X0,1
2   is the position of horse p in group k, which is formed by positions of 

horse q in group i and horse z in group j. In the basic Wild Horse Optimization, the 
probability of crossover is set to a constant named PC. 
 
 
2.4 Group Leadership 

Group leaders will lead other group members to a suitable area (waterhole). Group 
leaders will also compete for the waterhole, leading the dominant group to employ the 
waterhole first. The following formula is used to simulate this behavior. 
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      	𝑆𝑡𝑎𝑙𝑙*,! =

V
2𝑍𝑐𝑜𝑠(2𝜋𝑅𝑍) × L𝑊𝐻 − 𝑆𝑡𝑎𝑙𝑙𝑖𝑜𝑛*,!M +𝑊𝐻				𝑖𝑓	𝑟𝑎𝑛𝑑 > 0.5
2𝑍𝑐𝑜𝑠(2𝜋𝑅𝑍) × L𝑊𝐻 − 𝑆𝑡𝑎𝑙𝑙𝑖𝑜𝑛*,!M +𝑊𝐻				𝑖𝑓	𝑟𝑎𝑛𝑑 ≤ 0.5

												(7) 

 
Where 	Stall0,( and Stallion0,( are the candidate position and the current leader posi-
tion in the jth group, respectively, and WH is the position of the waterhole. 
 
2.5 Exchange and Selection of Leaders 

At first, leaders are selected randomly. After that, leaders are selected based on their 
fitness values. To simulate the exchange between leader positions and other individu-
als, the following formula is used: 

 

					𝑆𝑡𝑎𝑙𝑙*,! = V
𝑋*,!" 			𝑖𝑓	𝑓𝑖𝑡𝑛𝑒𝑠𝑠L𝑋*,!" M > 𝑓𝑖𝑡𝑛𝑒𝑠𝑠L	𝑆𝑡𝑎𝑙𝑙*,!M

	𝑆𝑡𝑎𝑙𝑙*,! 		𝑖𝑓	𝑓𝑖𝑡𝑛𝑒𝑠𝑠L𝑋*,!" M ≤ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠L	𝑆𝑡𝑎𝑙𝑙*,!M
																														(8) 

 
Where 𝑓𝑖𝑡𝑛𝑒𝑠𝑠L𝑋*,!" M and 𝑓𝑖𝑡𝑛𝑒𝑠𝑠L	𝑆𝑡𝑎𝑙𝑙*,!M are the fitness values of foal and stal-
lion, respectively.   
 
2.6 Pseudo code of proposed method using WHO 

-Set population size N, the maximum number of iterations T2, the number of iteration for 
each group T1 and PC value 

-Initialize the population and calculate the fitness  
-While the end criterion is not satisfied (t≤T2) 
 -Create foal groups and select stallions 
  - While the end criterion is not satisfied (t1≤T1) 

Calculate TDR and Z 
         For the number of stallions 
             For the number of foals 
                   If rand>PC then update the position of the foal using Grazing Behavior 
                     Else   update the position of the foal using Horse Mating Behavior 
                  End if 
               End for 
               If  rand > 0.5 then  Generate the candidate position of stallion by Group Leadership 
                  If   the candidate position of the stallion is better 

                             Replace the position of the stallion by the candidate position. 
                    End if 
               End if 
         End for 
   End while for each group 
-Update foals and stallions position using Exchange and Selection of Leaders 
-End of While 
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-Segmented the image with the best solution 

3 K-Means 

K-means clustering is a very classical clustering algorithm, and it is also one of the 
representatives of unsupervised learning. It has the advantages of a simple idea, high 
efficiency, and easy implementation, so it is widely used in many fields. However, K-
means clustering also has some limitations, such as the number of clusters, the value 
of K is challenging to select, the selection of initial class center, and so on [15]. 
K-means is an iterative algorithm that minimizes the sum of distances between each 
object and the gravity center of its cluster.  
The main steps of the K-means algorithm are: 

- Random choice from the initial position of the K clusters. 
- Affect the objects to a cluster following to a distances Once all objects 

placed, recalculate K gravity center. 
- Repeat steps 2 and 3 until no more affectation is made. 

 

4 Shuffled Frog Leaping Algorithm 

Shuffled Frog Leaping Algorithm (SFLA) is inspired by the behavior of a group of 
frogs when they are seeking for food. Two main behaviors are imitated: leaping and 
shuffling. A frog leaps to find a position that has more food than the current one, and 
then shuffles to exchange information.  
The algorithm considers a population of frogs, each representing a solution to the 
problem of interest [14]. In [16] paper discusses the application of SFLA for multi-
threshold image segmentation.  
 

5 Experimental Results 

Segmentation results of the proposed method are evaluated on some test images. It 
has been tested on more than 20 images taken from public images (test and satellite). 
In this paper, four images are selected to evaluate the efficiency of the proposed algo-
rithm WHO, two test images and two satellites images that are derived from Landsat 
source. 
Each image is resized to 256x256 pixels which is suitable for implementation. 
Our experimental study was carried out in a hardware and software environment with 
the following characteristics: an Intel core i5 microprocessor, hard drive 500 GB, 
Windows 7 system and the JAVA programming language (NetBeans IDE 7.4).  
The parameters values of the proposed method WHO determined after several tests 
and ensuring good convergence are recorded in the following Table 1. 
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Table 1. Initial parameters of WHO. 

 
 
Experimental results for unsupervised images segmentation using WHO approach 
compared with K-means and SFLA are presented in the following figures (see Fig.1,   
Fig.2, Fig.3 and Fig.4). 
 
 
 
 
 
 
 
 
Fig.1. Image test 1 segmentation using K-means, SFLA and the WHO  (respectively from left 
to right) 
 
 
 
 
 
 
 
Fig.2. Image test 2 segmentation using K-means, SFLA and the WHO  (respectively from left 
to right) 
 
 
 
 

 
 
 
 
Fig.3. Image sat 1 segmentation using K-means, SFLA and the WHO  (respectively from left 
to right) 
 
 

Parameter Description Value 
N Population size  60 

G Number of groups   10 

T1 Number of iterations (local search)  50 

T2 Number of iteration   100 

PC Crossover parameter  0.13 
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Fig.4. Image sat 2 segmentation using K-means, SFLA and the WHO  (respectively from left 
to right) 
 
In the Table 2, numerical results that are the run time and PSNR values [17] are 
reported for each method. 

 
Table 2. Numerical results. 

 
 K-means SFLA WHO 
 Run time 

(ms) 
PSNR 
(db) 

Run time 
(ms) 

PSNR 
(db) 

Run time 
(ms) 

PSNR 
(db) 

Image test 1 1749 28.14 1867 30.48 1861 30.97 
Image test 2 5581 17.47 5437 27.65 5466 27.81 
Image sat 1 5681 10.27 5227 29.79 5229 29.86 
Image sat 2 9881 21.12 9770 28.87 9768 29.01 

 
As these results show, the Bio inspired algorithms WHO and SFLA perform well in 
satellite image segmentation, and provide better results than K-means. The proposed 
algorithm WHO and SFLA have efficiency in image segmentation and give good 
results with smaller values of time execution and better PSNR.  This means that their 
results are more homogenous than those obtained by classic K-means method. 
 

6 Conclusion 

In this paper a new image segmentation algorithm is proposed based on Wild Horse 
Optimization. Simulation results on two different complex images that the proposed 
algorithm gives superior results in less computational time.  
Experiments proved that the K-means has given less satisfactory results compared to 
those obtained by WHO and SFLA.  The Bio inspired algorithms based image seg-
mentation are able to achieve the best results. Using this process, it is possible to cir-
cumvent local optima and thus to enhance segmentation quality. For the performance 
of the algorithm, the various tests carried out have shown that the choice of parame-
ters has a significant influence on the results.  Also, the initialization of parameters 
depends on the size of the image to be segmented and it strongly influences the quali-
ty of the segmentation. In perspective, it is important to study the choice of parame-
ters more carefully for the Bio inspired algorithm. 
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Abstract. Computer supported collaborative learning has emerged as one of the 
most effective learning methods. Its numerous advantages include improving stu-
dent learning skills and enhancing teachers’ strategies for orchestrating their 
classrooms. In particular, adaptive learning analytics dashboards can play an im-
portant role in enabling more effective monitoring and engagement. In this paper, 
we present our research methodology to systematically review studies on adap-
tive dashboards in CSCL environments. This methodology aligns with the 
PRISMA protocol. We identified 23 relevant articles between 2017 and 2024 
written in English for the analysis. We presented an overview of the results that 
shows how effective the dashboard in helping students to improve their learning 
and to assist teachers to monitor their classes. The dashboard mainly visualizes 
student feedback and supports transitions between individual and collaborative 
learning. However, it lacks personalization for different learning styles, limiting 
its ability to tailor courses to individual performance. 

Keywords: Dashboards, Computer-Supported Collaborative Learning, Learn-
ing Analytics, Adaptation. 

1 Introduction 

CSCL (Computer Supported Collaborative Learning) is a learning approach based on 
the interaction of learners with the support of information and communication technol-
ogies (ICT). It focuses on collaborative learning principals where a group of students 
collaborate to complete a task or to solve a problem to meet an objective [1, 17]. A wide 
range of online tools and platforms were proposed to promote collaborative work and 
better support it. They were used for instance to facilitate teams communication and to 
improve individual and team skills [5, 17, 30]. Although collaborative systems and 
group awareness tools enable awareness and reflection in teams, they can be impacted 
by some collaboration problems. They present some limitations related to the consid-
eration of collaboration issues such as the free-rider effect [13, 18].  

Learning Analytics (LA) is thought of as a solution that helps address these problems 
by analyzing learners' traces to identify collaboration issues and help teams to achieve 
their goals. LA can play an important role in identifying collaboration issues within a 
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group. Learner interactions with the learning environment, including their communica-
tion and discussion are analyzed to track their participation, and detect collaboration 
issues such as the lack of communication between group members or participants that 
are less active than others [26].  

 
Fig. 1. PRISMA paper selection process. 

Learning analytics dashboards (LADs) provide visualizations of the most relevant 
learning indicators using for instance network graphs and bar charts. LAD can be also 
helpful to detect collaboration problems [18]. The dashboard can support the teachers 
in identifying collaboration issues and proposes solutions such as the dynamic transi-
tion between individual and collaborative learning. 

This systematic literature review focused on the role of the dashboards in supporting 
collaborative learning. This paper seeks to answer two broad research questions: RQ1. 
How have adaptive learning systems based on dashboards contributed to improving 
collaborative learning and classroom orchestration? 

RQ2. How have dashboards been utilized to provide adaptive support for collabora-
tive learning? 

2 Research methodology 

Our methodology is based on the Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) protocol [21]. We used this protocol as shown in Fig 1, 
emphasizing the importance of following them to conduct an effective and reliable sys-
tematic review. 
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Table 1. database query. 

Database Query 

Conceptual query (collabor* or "computer supported collaborative learning") and Dash-
board and (adapt* or personal*) and "learning analytics" 

IEEE 

(("Full Text & Metadata":"collabor*" OR "Full Text & 
Metadata":"computer supported collaborative learning") AND ("Full 
Text & Metadata":"Dashboard") AND ("Full Text & 
Metadata":"adapt*" OR "Full Text & Metadata":"personal*") AND 
("Full Text & Metadata":"learning analytics") ) 

Springer (collabor* or "computer supported collaborative learning") and Dash-
board and (adapt* or personal*) and "learning analytics" 

ACM 

[All: "computer supported collaborative learning"] OR [All: cscl]] 
AND [All: dashboard] AND [[All: adapt*] OR [All: personal*]] 
AND [All: "learning analytics"] AND [E-Publication Date: 
(01/01/2016 TO 12/31/2024)] 

Google Scholar (collabor* or "computer supported collaborative learning") and Dash-
board and (adapt* or personal*) and "learning analytics" 

 
To begin our research, we created a list of keywords related to the research questions, 

to compose this query: (collabor* or "computer supported collaborative learning") and 
Dashboard and (adapt* or personal*) and "learning analytics". After that, we have 
translated the query for each database according to their syntax in order to search in 
different databases IEEE (Institute of Electrical and Electronics Engineers) -Xplore, 
Springer, ACM digital library, and Google Scholar as displayed in Table 1. The search 
results are displayed in Table 2 for each database. 

Table 2. search results. 

Database Result 
IEEE 290 
Springer 1701 
ACM 374 
Google Scholar 1220 

 
 Following the database search, we apply the inclusion and exclusion criteria to se-

lect the relevant studies. After identifying all relevant articles using the inclusion and 
exclusion criteria, first of all we removed duplicates, then we screened the title and 
abstract for each selected articles to check if it is related to our systematic review. In 
the final step we read all the articles in full to select the included papers and decide 
whether the article is relevant to our research needs. 

The analysis criteria that were applied to the selected items are: 
 
– C1. What is the article's main objective in terms of improving or assisting collab-

oration? 
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– C2. The dashboard is for whom? 
– C3. What is the study result? 
– C4. When, how, and for whom the dashboard is adapted? 

3 Results 

We found a total of 23 articles. Table 3 shows the distribution of papers according to 
their venue. The majority of articles aim to enhance collaboration within the context of 
CSCL by helping students to empower  their knowledge and their collaboration through 
novel educational methodologies [10]. This methodology enhances several compe-
tences, including communication skills, student collaboration and self-regulation [10, 
16]. They  also assist teachers to monitor the students' reflections in order to improve 
their learning process and improve their teaching strategies [8, 16]. Some articles em-
phasize the significance of developing students' collaborative problem-solving skills 
due to its positive impact on the learning process [31]. 

Table 3. The distribution of papers according to their venue. 

Source Authors 
International Journal of Computer-Supported Collaborative Learning [4, 19, 25] 
Computers and Education Journal [11, 31] 
IEEE Transactions on Learning Technologies journal [3, 7] 
International Learning Analytics and Knowledge Conference (LAK) [9, 22] 
International Conference on Computers in Education [6] 
Pacific Asia Conference on Information Systems [16] 
Journal of Computers in Human Behavior [23] 
ZDM--Mathematics Education Journal [8] 
International Journal of Artificial Intelligence in Education [20] 
International Educational Data Mining Society [28] 
European Conference on Technology Enhanced Learning (ECTEL) [24] 
International Conference on Artificial Intelligence in Education [29] 
Journal of Sustainability [2] 
International Conference on Computer-Supported Collaborative Learning 
(CSCL) [15] 

Smart Learning Environments Journal [10] 
CHI conference on human factors in computing systems [27] 
Journal of Technology, Knowledge and Learning [12] 
British Journal of Educational Technology [14] 
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3.1 Use of the dashboard 

The dashboard is intended for students and teachers. It provides information and 
visalisations on students learning or their own learning progress, that enable them to 
evaluate and adjust their learning [10, 31]. 

The instructor has used the dashboard to monitor student progress, intervene at the 
appropriate times to assist them and improve their instructional method [11, 20, 31]. 

3.2 Studies' result 

Overall, Results indicate the importance of the dashboard in improving student learning 
and supporting teachers in order to enhance learning and teaching. 

 
3.3 Adaptation 

In most of the articles, the dashboard was adapted according to the student’s need in 
order to personalize their learning. Moreover, in some articles, it was adapted for teach-
ers to control team members learning. 
Among the most used adaptation techniques were: adaptive feedback displayed on the 
dashboard, or dynamic transaction between individual and collaborative learning using 
intelligent tutoring systems. 

4 Discussion and conclusions 

In this paper, we applied step by step the PRISMA protocol to conduct a systematic 
review. This protocol helped us to identify and select all the relevant articles for this 
systematic review. The results of this study indicate the importance of the dashboard in 
improving students’ learning outcomes and supporting teachers’ by providing real time 
visualizations. 

Although collaboration offers several advantages, including motivation, the ex-
change of ideas among members, and the development some skills, it requires commu-
nication and coordination. Despite this, there are problems that lead to the deterioration 
of collaboration like the lack of communication on the part of some students, the free-
rider problem, that some students prefer to work individually rather than collaborate 
with others. When they are integrated into one group, their progress deteriorates, which 
affects the progress of the others.  The analyzed articles often failed to address these 
issues.  

LADs were used only as a visualization tool to provide a feedback on learner pro-
gress. This can help teachers intervene and solve collaboration problems. These tech-
niques used help to improve collaboration but not to detect and solve collaboration is-
sues. 

Finally, our perspectives for future work is to suggest an adaptation approach that 
takes into account students' needs to adapt the dashboard, especially their learning 
styles. 



6  K. Soltani et al. 

References 

1. Aderibigbe, S. A., Abdel Rahman, A. R. A., ELMneizel, A. F., & Al Gharaibeh, F. Under-
graduate students views about peer mentoring as a tool to enhance computer-supported col-
laborative learning. Contemporary Educational Technology, 15(4), ep461 (2023). 

2. Aldosemani, T. I., & Al Khateeb, A. Learning loss recovery dashboard: A proposed design 
to mitigate learning loss post schools closure. Sustainability, 14(10), 5944 (2022). 

3. Amarasinghe, I., Hernández-Leo, D., Michos, K., & Vujovic, M. An actionable orchestra-
tion dashboard to enhance collaboration in the classroom. IEEE Transactions on Learning 
Technologies, 13(4), 662–675 (2020). 

4. Amarasinghe, I., Hernández-Leo, D., & Ulrich Hoppe, H. Deconstructing orchestration load: 
comparing teacher support through mirroring and guiding. International Journal of Com-
puter-Supported Collaborative Learning, 16(3), 307–338 (2021). 
https://doi.org/https://doi.org/10.1007/s11412-021-09351-9 

5. Bao, H., Li, Y., Su, Y., Xing, S., Chen, N.-S., & Rose, C. P. The effects of a learning ana-
lytics dashboard on teachers’ diagnosis and intervention in computer-supported collabora-
tive learning. Technology, Pedagogy and Education, 30(2), 287–303 (2021). 

6. Echeverria, V., Martinez-Maldonado, R., Chiluiza, K., & Buckingham Shum, S. (2017). 
DBCollab: Automated feedback for face-to-face group database design. In A.-P. S. for Com-
puters in Education (Ed.), Proceedings of the 25th International Conference on Computers 
in Education, ICCE 2017, Christchurch, New Zealand (pp. 56–165). ACM Press. 

7. Echeverria, V., Yang, K., Lawrence, L., Rummel, N., & Aleven, V. Designing hybrid hu-
man–AI orchestration tools for individual and collaborative activities: A technology probe 
study. IEEE Transactions on Learning Technologies, 16(2), 191–205 (2023). 

8. Edson, A. J., & Phillips, E. D. Connecting a teacher dashboard to a student digital collabo-
rative environment: Supporting teacher enactment of problem-based mathematics curricu-
lum. ZDM–Mathematics Education, 53(6), 1285–1298 (2021). 

9. Fernandez-Nieto, G. M., Martinez-Maldonado, R., Echeverria, V., Kitto, K., Gašević, D., & 
Buckingham Shum, S. Data storytelling editor: A teacher-centred tool for customising learn-
ing analytics dashboard narratives. Proceedings of the 14th Learning Analytics and 
Knowledge Conference, LAK 2024, Kyoto, Japan, 678–689 (2024). 

10. Hadyaoui, A., & Cheniti-Belcadhi, L. Ontology-based group assessment analytics frame-
work for performances prediction in project-based collaborative learning. Smart Learning 
Environments, 10(1), 43  (2023). 

11. Han, J., Kim, K. H., Rhee, W., & Cho, Y. H. Learning analytics dashboards for adaptive 
support in face-to-face collaborative argumentation. Computers and Education, 163, 104041 
(2021). 

12. Kaliisa, R., & Dolonen, J. A. CADA: a teacher-facing learning analytics dashboard to foster 
teachers’ awareness of students’ participation and discourse patterns in online discussions. 
Technology, Knowledge and Learning, 28(3), 937–958 (2023). 

13. Kerr, N. L., & Bruun, S. E. Dispensability of member effort and group motivation losses: 
Free-rider effects. Journal of Personality and Social Psychology, 44(1), 78 (1983). 

14. Lawrence, L. E. M., Echeverria, V., Yang, K., Aleven, V., & Rummel, N. How teachers 
conceptualise shared control with an AI co-orchestration tool: A multiyear teacher-centred 
design process. British Journal of Educational Technology, 55(3), 823–844 (2024). 

15. Lawrence, L. E. M., Guo, B., Yang, K., Echeverria, V., Kang, Z., Bathala, V., Li, C., Huang, 
W., Aleven, V., & Rummel, N. Co-designing AI-based orchestration tools to support dy-
namic transitions: Design narratives through conjecture mapping. International Conference 



 A review of adaptive dashboards for CSCL 7 

on Computer-Supported Collaborative Learning 2022, Hiroshima, Japan, 139–146.  Inter-
national Society of the Learning Sciences (2022). 

16. Lin, Y. L., Lee, M. W., & Hsiao, I. H. An exploratory study on programming orchestration 
technology. Proceedings of the 22nd Pacific Asia Conference on Information Systems - Op-
portunities and Challenges for the Digitized Society, Yokohama, Japan (2018). 

17. Lipponen, L. Exploring foundations for computer-supported collaborative learning. CSCL 
’02: Proceedings of the Conference on Computer Support for Collaborative Learning: Foun-
dations for a CSCL Community, Boulder Colorado, 72–81. Routledge, International Society 
of the Learning Sciences (2002). 

18. Liu, A. L., & Nesbit, J. C. Dashboards for computer-supported collaborative learning. Ma-
chine Learning Paradigms: Advances in Learning Analytics, 157–182 (2020). 

19. Martinez-Maldonado, R. A handheld classroom dashboard: Teachers’ perspectives on the 
use of real-time collaborative learning analytics. International Journal of Computer-Sup-
ported Collaborative Learning, 14, 383–411  (2019). 

20. Olsen, J. K., Rummel, N., & Aleven, V. Designing for the co-orchestration of social transi-
tions between individual, small-group and whole-class learning in the classroom. Interna-
tional Journal of Artificial Intelligence in Education, 31(1), 24–56 (2021). 

21. Page, M., Mckenzie, J., Bossuyt, P., Boutron, I., & Hoffmann, T. The PRISMA 2020 state-
ment: an updated guideline for reporting systematic reviews. Systematic Reviews, 10(1), 1–
11 (2021). 

22. Praharaj, S., Scheffel, M., Schmitz, M., Specht, M., & Drachsler, H. Towards Collaborative 
Convergence: Quantifying Collaboration Quality with Automated Co-located Collaboration 
Analytics. LAK22: 12th International Learning Analytics and Knowledge Conference, 
Online, USA, 358–369 (2022). https://doi.org/10.1145/3506860.3506922 

23. Sedrakyan, G., Malmberg, J., Verbert, K., Jarvela, S., & Kirschner, P. A. Linking learning 
behavior analytics and learning science concepts: Designing a learning analytics dashboard 
for feedback to support learning regulation. Computers in Human Behavior, 107, 105512 
(2020). 

24. Serrano Iglesias, S., Spikol, D., Bote Lorenzo, M. L., Ouhaichi, H., Gomez Sanchez, E., & 
Vogel, B. Adaptable Smart Learning Environments supported by Multimodal Learning An-
alytics. Proceedings of the LA4SLE 2021 Workshop : Learning Analytics for Smart Learn-
ing Environments Co-Located with the 16th European Conference on Technology Enhanced 
Learning 2021 (ECTEL 2021), Online (Bozen-Bolzano, Italy), 24–30 (2021). https://ceur-
ws.org/https://ceur-ws.org/ 

25. Silva, L., Mendes, A., Gomes, A., & Fortes, G. Fostering regulatory processes using com-
putational scaffolding. International Journal of Computer-Supported Collaborative Learn-
ing, 18(1), 67–100 (2023). 

26. Van Leeuwen, A., Janssen, J., Erkens, G., & Brekelmans, M. Teacher regulation of cognitive 
activities during student collaboration: Effects of learning analytics. Computers and Educa-
tion, 90, 80–94  (2015). 

27. Yang, K. B., Echeverria, V., Lu, Z., Mao, H., Holstein, K., Rummel, N., & Aleven, V. Pair-
up: prototyping human-AI co-orchestration of dynamic transitions between individual and 
collaborative learning in the classroom. Proceedings of the 2023 CHI Conference on Human 
Factors in Computing Systems CHI 2023, Hamburg, Germany (2023). 
https://doi.org/10.1145/3544548.3581398 

28. Yang, K. B., Echeverria, V., Wang, X., Lawrence, L., Holstein, K., Rummel, N., & Aleven, 
V. Exploring Policies for Dynamically Teaming up Students through Log Data Simulation. 
International Educational Data Mining Society (2021). 



8  K. Soltani et al. 

29. Yang, K. B., Lu, Z., Echeverria, V., Sewall, J., Lawrence, L., Rummel, N., & Aleven, V.  
Technology ecosystem for orchestrating dynamic transitions between individual and collab-
orative AI-tutored problem solving. International Conference on Artificial Intelligence in 
Education, AIED 2022, Springer, Cham, 673–678 (2022). 

30. Yilmaz, R. Using zoom as a computer-supported collaborative learning tool: modeling of 
relations between technology acceptance, knowledge-sharing behaviours, community of in-
quiry, and social interaction space. Interactive Learning Environments, 1–19 (2023). 

31. Zamecnik, A., Kovanovic, V., Grossmann, G., Joksimovic, S., Jolliffe, G., Gibson, D., & 
Pardo, A. Team interactions with learning analytics dashboards. Computers and Education, 
185, 104514 (2022). https://doi.org/https://doi.org/10.1016/j.compedu.2022.104514 

 



 
 
 

Enhancing performance for remote Labs based to 
RESTful API and MERN stack technologies. 

 

 
Ben Amara Said1[0000-0002-8844-5412], SidAhmed Henni2[] 

, Mohammed Moussa3[0000-0003-4508-1337], Abdelhalim Benachenhou4[0000-0001-6271-7259] 

1,2,3,4 Abdelhamid Ibn Badis University, Mostaganem, Algeria 
 

said.benamara.etu@univ-mosta.dz 
 
 
 

Abstract. 
 

In this work, we present a smart solution to the problem of reaching a huge 
demand, which comes from a large number of students, to access materials in 
remote laboratories. This solution is to turn a physical experiment into a data set 
by recording all of its possible states, where we could distribute fully digitized 
experiment over the internet. Our approach to enhancing performance is based 
on the powerful of MERN stack technologies. 
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1 Introduction 

In recent years, many countries around the world have faced problems due to the 
Corona epidemic, including the education sector, and this is in order to follow 
prevention protocols and impose social distancing. This forced the governments to 
impose the obligation of distance education, in the end. 
The educational institutes have adapted to using video conferencing platforms such 
as Zoom to conduct lectures in a virtual online classroom. However, it is important to 
understand the strengths and weaknesses of each one because different modes of 
education can aid or weaken the development of various learning outcomes [1]. 
Therefore, it is important to match the remote education with the desired learning 
outcome intended. In STEM (Science, Technology, Engineering, and Mathematics) 
education, students are often required to interact with physical lab hardware or 
equipment to make measurements and learn the underlying principles of subjects 
taught in class (or remotely). Unlike class lectures, video conferencing platforms lack 
the interactivity to recreate laboratory experiments. Thus, there is a need for a 
teaching/learning platform for conducting laboratory experiments remotely. It is well 
acknowledged that the remote laboratory is capable of enhancing student learning 
across thirteen laboratory objectives [2] that include instrumentation, models, 



2 Ben Amara Said and SidAhmed Henni 
 

 
experimentation, data analysis, design, learning from failure, creativity, psychomotor, 
safety, communication, teamwork, ethics and sensory awareness. These objectives 
showcase the multifaceted benefits and diverse learning experiences covering the 
cognitive, psychomotor, and affective learning domains that can be incorporated and 
assessed through experimentation [3]. Our purpose is to convert a physical laboratory 
environment into an online experience. The RL can be accessed simultaneously by a 
large number of students online [4]– [5]. However, remote laboratories suffer from 
scalability issues as only one user or at most a few users can access the experiment at a 
given time. 
In our recent work, we tackle remote experimentation and its current lack of scalability 
with our new platform, which is available at www.Mostalab.com. The most recent ver- 
sion of Mostalab relies on turning an experiment into a data set before displaying it. 
This can be thought of as digitizing the experiment [6]. This digitization process is 
based on the observation that a large portion of laboratory experiments involves varying 
input control parameters and observing output parameters. A digitized experiment can 
be represented as a series of output values for any given combination of input values. 
By varying the input control parameters, we put the experiment into a distinct state that 
can be recorded. Here, recording implies capturing all the relevant output data for that 
state. The output values can be, amongst others, readings on a current or voltage on a 
screen, which can be stored digitally. As the data is recorded from an actual physical 
experiment. 
The platform, an existing setup, is automatically turned into a data set, accessible 
through database queries. In this way, our solution concept provides an effective and 
scalable solution to add an important element to current online education systems at 
low costs. Furthermore, the main goal in this study is to enhance the performance of 
that platform. 

 
2 Related work 

 
There are lots of efforts from universities and companies to develop remote 
laboratory projects and offer the best solution for e-learning. Some of them are based 
on a virtualization approach called MSOL (Massively Scalable Online Laboratories), 
others on the reservation or the queue. 
LabsLand connects schools and universities with real laboratories available 
somewhere else on the Internet. A real laboratory can be a small arduino-powered 
robot in Spain, a kinematics setup in Brazil or a radioactivity-testing lab in Australia. 
They are real laboratories, not simulations: the laboratories are physically there, and 
students from these schools and universities can access them [7]. 
Neustock [8] is an enhanced version of the iLabs platform developed at Stanford in It 
is based on a virtualization approach called Massively Scalable Online Labs (MSOL) 
[9]. 
The main idea of MSOL revolves around transforming a real experiment into a set of 
data by storing all of its possible states.Markan et al. [10] have used a reduced-duration 
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laboratory session in "batch mode." so that the access to RLs does not need any prior 
reservation, which provides great multi-user scalability. 
MIT's iLab project has proposed a reservation system that involves many operations 
and supports user reservation of platforms [11]. The EOLES (Electronics and Optics 
for Embedded System) project has permitted students from different countries to con- 
duct remote experiments by sharing ten platforms and using the reserving time slots 
[12]. The queue has been implemented in WebLab-Deusto. Each request for access to 
the laboratory is pushed into a FIFO (First In First Out) queue. The combination of 
the reservation / queue enhances the performance of the RL management system has 
been demonstrated by Lowe [13], through the indicator of the overall level of use (ses- 
sion duration) and the times of waiting queues. 

 
3 Methodology 

In our work, we have conceptualized a highly scalable version of an online remote 
laboratory where a large number of users can easily access the platform of a lab and 
share with other students. That lab is implemented into MostaLab, which is based on 
a service-oriented approach using the Lab as a service (LaaS). The main idea behind 
our approach is split into two phases. The first phase is to turn a real experiment into a 
data set by storing all of its possible cases. The laboratory experiment can then be 
represented as a high scalable platform to a user who can observe the virtual experi- 
ment, similar to the experience of observing a real experiment via the internet, 
in which users can carry out a multiple set of experiment with the option of configura- 
tion for each experiment through a web page. The digitalization of the experiment is 
designed to be interactive. Students can study how the experiment works according to 
the inputs that they select, and they know how to operate the equipment and observe 
the experimental results changing as a result of their choices. 
To reach a huge number of students to access remote labs, scalability became a 
desirable attribute. Poor scalability leads to poor system performance. The performance 
of websites was always a critical non-functional requirement. A better-performing site 
directly result in better user experience. To achieve this purpose there are techniques, 
methods, and technologies used, such as a MERN stack that uses Mongoose and the 
MongoDB database. Chrome developer tools were utilized while testing using Redux 
tools for simulation. 

 
3.1 MERN Stack Components 

 
MongoDB. 

 
MongoDB is much more than a database [14]. It is a full cloud-based application 
data platform. You have access to a collection of services such as Performance Advisor, 
Atlas Search and much more that all integrate nicely with your database. Weused Doc- 
ument-Oriented Database where every record is document format. The BSON data for- 
mat, inspired by JSON, allows you to store and query more efficiently. When dealing 
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with real-world data and adjusting to shifting conditions or the environment in case our 
system collapses, MongoDB's explicit schemas and validating data are incredibly flex- 
ible. With just a few lines of declarative code, you can run complicated analytics pipe- 
lines using the MongoDB Query API. In terms of write performance, MongoDB offers 
the insertMany and updateMany functions, which let you insert and update numerous 
data at once. When compared to typical databases' batched writes, these two functions 
provide a sizable performance improvement. To maintain performance and scale hori- 
zontally, build clusters with real-time replication and shard big or high-throughput col- 
lections across many clusters. 

 
Express.JS. 

 
Express is a minimalist web framework for Node.js that is fast and unopinionated. It 
provides various features that make web application development fast and easy, 
which would otherwise take more time using only Node.js.Express.js is built on the 
Node.js middleware module connects, which uses the http module. As a result, any 
middleware based on connect will also work with Express.js. 

 
ReactJS. 

 
When developing a complex, high-load app, it is essential to define the structure of 
the app from the start because it can affect the performance of our app. To put it 
simply, the DOM model is tree-structured. As a result, a minor change at a higher- 
level layer can have a significant impact on an application's user interface. Facebook 
has introduced a virtual DOM feature to address this issue. A virtual DOM, as the 
name implies, is a virtual representation of DOM that allows testing all changes to the 
virtual DOM first in order to calculate risks with each modification. As a result, this 
approach helps to maintain high app performance and ensures a better user 
experience. 

 
NodeJS 

 
Node.js is written in C++ and runs on the JS operating system [15]. Node.js is a 
runtime environment for JS. For optimal performance, Node.js employs the Google 
Chrome V8 engine. Node.js is designed with a single-thread architecture and uses 
event-driven, asynchronous programming callback functions. The event-driven design 
of Node.js is the fundamental core concept for its environment. The main benefit of 
event-driven and asynchronous programming is that it is single-threaded. The call 
back function code is executed without waiting for a specific code to complete, and 
the limited resources were used for other tasks that would be executed as part of us 
web application's business logic. This design was appropriate for our back-end 
development, which was also the system's goal. Handling synchronous requests was a 
major task in server development, and blocking was the cause of not fully utilizing or 
wasting resources. We improved resource utilization and website performance by 
using single thread architecture and asynchronous callback functions, which also 
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provided us with the desired results during testing. 
 

 
Fig. 1. A figure illustrates the MERN stack component. 

 
 

3.2 Implementation 

 
Turning an Experiment into a Data-Set The first phase in turning an existing experiment 
into a platform to save the information according to all possible state, such as values 
from power supply or DMM of the experiment. Most recent experiments are controlled 
by computer. which allows a program to iterate through all possible stages of all con- 
trols automatically with only very little extra effort. Similar experiments like this can 
be turned into data by this method. 

During or after recording the experiment, experiment data can be uploaded to a 
server. This upload will contain a data file where we can calculate the latency queries. 

For the purposes of this paper, we chose to demonstrate the functionality of the plat- 
form with a resistivity experiment. 

Resistivity is the tendency of a material to behave as a resistor. You already know 
that not everything conducts electricity equally well, and that some materials (like cop- 
per) resist very little, while others (like rubber) provide enough resistance to effectively 
prevent the flow of current. 

We can easily test the cross-area section dependence, and simultaneously find the 
resistivity of an unknown wire. 

Fig.1 illustrates the circuit diagram comprising the various possible combinations. It 
allows to select one resistor among 6. The DMM can be used as a voltmeter or as an 
ammeter. Fig.2 shows the hardware implementation comprising a lab server, a switch- 
ing device and the component board. Fig. 3 illustrates the graphical interface. The end 
user selects a resistor, the voltage V of the power supply and sends a request to read the 
voltage across the resistor and the current. In the physical device, the DMM is config- 
ured as a voltmeter, measures the voltage across the resistor then as an ammeter, and 
measures the current flowing through the resistor. The results are displayed in separate 
virtual instruments giving the feeling of having two instruments. 
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Fig. 2. A figure illustrates the circuit diagram. 

  

 
 

Fig. 3. A figure illustrates the implementation of the hardware 
 

 
Fig. 4. A figure illustrates the user interface. 
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4 Result and Discussion 

The current remote Lab Web application uses MERN stack technologies, which are 
used in the development project. This project intends to provide a critical examination 
of the relevant literature. Literature in the field of remote lab, as well as to describe 
key aspects of the methodology we have used throughout the undertaking. This 
project was successful in understanding a variety of issues. That arise during the 
development of the application. We discovered that applications are more than just 
software artifacts. Mastering the required technologies or stack for developing any 
web application is required. Concentrating on other issues that arise during the 
development process, such as website evaluation, field research, and selecting the best 
model for our remote lab web application, was created. These are the first and most 
important steps in ensuring that the final application is developed in accordance with 
university demands and is tailored to the needs of its students. More research and 
attention was paid to software testing tools. All necessary decisions on how the 
website will be built were made based on the results of the problem investigation 
stage because they played a significant role in describing the specific student 
requirements for the web application. 

 
5 Conclusion 

In the summary, it says that the digitalization of the experiment is a method to 
enhance the scalability; it can help students conduct more experiments with fewer 
resources (money, time, and space); and the platform is especially suited to encourage 
students to go over any specific information of an experiment at any time and repeat 
parts of the experiment about which they are especially misunderstand. There will be 
many new features, such as quizzes, sketch circuits starting from zero, and conversation 
between users in real time. In addition, we will use a load-testing toolkit, such as Artil- 
lery.io, to assess the effectiveness of our solution. These features will be included in 
future studies. In the case of complex experiments (with a large number of cases), col- 
laboration between universities and the creation of a community to share data is critical 
to resolving this issue. 
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